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Use this guide to learn more about, configure, and monitor EVPN-VXLAN, EVPN-MPLS, EVPN-VPWS,
EVPN-ETREE, and PBB-EVPN on Juniper Network devices.

Documentation and Release Notes

To obtain the most current version of all Juniper Networks” technical documentation, see the product

documentation page on the Juniper Networks website at https://www.juniper.net/documentation/.

If the information in the latest release notes differs from the information in the documentation, follow the
product Release Notes.

Juniper Networks Books publishes books by Juniper Networks engineers and subject matter experts.
These books go beyond the technical documentation to explore the nuances of network architecture,
deployment, and administration. The current list can be viewed at https://www.juniper.net/books.

Using the Examples in This Manual

If you want to use the examples in this manual, you can use the load merge or the load merge relative
command. These commands cause the software to merge the incoming configuration into the current
candidate configuration. The example does not become active until you commit the candidate configuration.

If the example configuration contains the top level of the hierarchy (or multiple hierarchies), the example
is a full example. In this case, use the load merge command.


https://www.juniper.net/documentation/
https://www.juniper.net/books

If the example configuration does not start at the top level of the hierarchy, the example is a snippet. In
this case, use the load merge relative command. These procedures are described in the following sections.

Merging a Full Example

To merge a full example, follow these steps:

1. From the HTML or PDF version of the manual, copy a configuration example into a text file, save the
file with a name, and copy the file to a directory on your routing platform.

For example, copy the following configuration to a file and name the file ex-script.conf. Copy the
ex-script.conf file to the /var/tmp directory on your routing platform.

system {
scripts {
commit {
file ex-script.xsl;

}

interfaces {
fxpO {
disable;
unit O {
family inet {
address 10.0.0.1/24;

2. Merge the contents of the file into your routing platform configuration by issuing the load merge

configuration mode command:

[edit]
user@host# load merge /var/tmp/ex-script.conf

load complete



Merging a Snippet

To merge a snippet, follow these steps:

1.

From the HTML or PDF version of the manual, copy a configuration snippet into a text file, save the
file with a name, and copy the file to a directory on your routing platform.

For example, copy the following snippet to a file and name the file ex-script-snippet.conf. Copy the
ex-script-snippet.conf file to the /var/tmp directory on your routing platform.

commit §
file ex-script-snippet.xsl; }

Move to the hierarchy level that is relevant for this snippet by issuing the following configuration mode
command:

[edit]
user@host# edit system scripts
[edit system scripts]

Merge the contents of the file into your routing platform configuration by issuing the load merge
relative configuration mode command:

[edit system scripts]
user@host# load merge relative /var/tmp/ex-script-snippet.conf
load complete

For more information about the load command, see CLI Explorer.

Documentation Conventions

Table 1 on page xxv defines notice icons used in this guide.


https://www.juniper.net/techpubs/content-applications/cli-explorer/junos/

Table 1: Notice Icons

Meaning

Informational note

Caution

Warning

Laser warning

Tip

Best practice

@OPpPpPPpo:

Description

Indicates important features or instructions.

Indicates a situation that might result in loss of data or hardware

damage.

Alerts you to the risk of personal injury or death.

Alerts you to the risk of personal injury from a laser.

Indicates helpful information.

Alerts you to a recommended use or implementation.

Table 2 on page xxv defines the text and syntax conventions used in this guide.

Table 2: Text and Syntax Conventions

Convention

Bold text like this

Fixed-width text like this

Italic text like this

Description

Represents text that you type.

Represents output that appears on
the terminal screen.

o Introduces or emphasizes important
new terms.

o Identifies guide names.

e ldentifies RFC and Internet draft
titles.

Examples

To enter configuration mode, type
the configure command:

user@host> configure

user@host> show chassis alarms

No alarms currently active

e A policy term is a named structure
that defines match conditions and
actions.

e Junos OS CLI User Guide

e RFC 1997, BGP Communities
Attribute



Table 2: Text and Syntax Conventions (continued)

Convention

Italic text like this

Text like this

< > (angle brackets)

| (pipe symbol)

# (pound sign)

[ 1 (square brackets)

Indention and braces ({})

; (semicolon)

GUI Conventions

Description

Represents variables (options for
which you substitute a value) in
commands or configuration
statements.

Represents names of configuration
statements, commands, files, and
directories; configuration hierarchy
levels; or labels on routing platform
components.

Encloses optional keywords or
variables.

Indicates a choice between the
mutually exclusive keywords or
variables on either side of the symbol.
The set of choices is often enclosed
in parentheses for clarity.

Indicates a comment specified on the
same line as the configuration
statement to which it applies.

Encloses a variable for which you can
substitute one or more values.

Identifies a level in the configuration
hierarchy.

Identifies a leaf statement at a
configuration hierarchy level.

Examples

Configure the machine’s domain
name:

[edit]
root@# set system domain-name
domain-name

e To configure a stub area, include
the stub statement at the [edit
protocols ospf area area-id]
hierarchy level.

e The console port is labeled
CONSOLE.

stub <default-metric metric>;

broadcast | multicast

(string1 | string2 | string3)

rsvp { # Required for dynamic MPLS
only

community name members [
community-ids ]

[edit]
routing-options {
static {
route default {
nexthop address;
retain;



Table 2: Text and Syntax Conventions (continued)

Convention

Bold text like this

> (bold right angle bracket)

Description

Represents graphical user interface
(GUI) items you click or select.

Separates levels in a hierarchy of
menu selections.

Documentation Feedback

Examples

e Inthe Logical Interfaces box, select
All Interfaces.

e To cancel the configuration, click
Cancel.

In the configuration editor hierarchy,
select Protocols>Ospf.

We encourage you to provide feedback so that we can improve our documentation. You can use either

of the following methods:

e Online feedback system—Click TechLibrary Feedback, on the lower right of any page on the Juniper
Networks TechLibrary site, and do one of the following:

| Feedback —

Is this page helpful?

o Click the thumbs-up icon if the information on the page was helpful to you.

o Click the thumbs-down icon if the information on the page was not helpful to you or if you have

suggestions for improvement, and use the pop-up form to provide feedback.

e E-mail—Send your comments to techpubs-comments@juniper.net. Include the document or topic name,

URL or page number, and software version (if applicable).

Requesting Technical Support

Technical product support is available through the Juniper Networks Technical Assistance Center (JTAC).
If you are a customer with an active Juniper Care or Partner Support Services support contract, or are


https://www.juniper.net/documentation/index.html
https://www.juniper.net/documentation/index.html
mailto:techpubs-comments@juniper.net?subject=

covered under warranty, and need post-sales technical support, you can access our tools and resources
online or open a case with JTAC.

e JTAC policies—For a complete understanding of our JTAC procedures and policies, review the JTAC User
Guide located at https://www.juniper.net/us/en/local/pdf/resource-guides/7100059-en.pdf.

e Product warranties—For product warranty information, visit https://www.juniper.net/support/warranty/.

e JTAC hours of operation—The JTAC centers have resources available 24 hours a day, 7 days a week,
365 days a year.

Self-Help Online Tools and Resources

For quick and easy problem resolution, Juniper Networks has designed an online self-service portal called
the Customer Support Center (CSC) that provides you with the following features:

e Find CSC offerings: https://www.juniper.net/customers/support/

e Search for known bugs: https://prsearch.juniper.net/

e Find product documentation: https://www.juniper.net/documentation/

¢ Find solutions and answer questions using our Knowledge Base: https://kb.juniper.net/

e Download the latest versions of software and review release notes:
https://www.juniper.net/customers/csc/software/

e Search technical bulletins for relevant hardware and software notifications:
https://kb.juniper.net/InfoCenter/

e Join and participate in the Juniper Networks Community Forum:
https://www.juniper.net/company/communities/

e Create a service request online: https://myjuniper.juniper.net
To verify service entitlement by product serial number, use our Serial Number Entitlement (SNE) Tool:

https://entitlementsearch.juniper.net/entitlementsearch/

Creating a Service Request with JTAC

You can create a service request with JTAC on the Web or by telephone.
e Visit https://myjuniper.juniper.net.
e Call 1-888-314-JTAC (1-888-314-5822 toll-free in the USA, Canada, and Mexico).

For international or direct-dial options in countries without toll-free numbers, see
https://support.juniper.net/support/requesting-support/.
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Configuring Interfaces
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The service provider style of interface configuration enables you to customize Ethernet-based services at
the logical interface level. Service providers typically have multiple customers connected to the same
physical interface or aggregated Ethernet interface. Using the service provider style, you can configure
multiple logical interfaces on the physical interface or aggregated Ethernet interface and associate each
unit with a different VLAN.

Starting in Junos OS Release 19.2R1, you can specify VLAN ID lists and ranges in a service provider style
interface configuration that is referenced in an Ethernet VPN (EVPN) routing instance (a routing instance
of type evpn). This configuration is supported with the following EVPN environments, services, and features:

e Environments:
o EVPN with Virtual Extensible LAN (VXLAN) encapsulation
o EVPN with MPLS encapsulation

e VLAN bundle service:
o E-LAN
e E-Tree
e E-Line
e Features:
o EVPN multihoming
o All-active
o Single-active

o Single homing

Benefits of VLAN ID Range and List Support

Without the support of VLAN ID ranges and lists, you must configure a dedicated logical interface for each
VLAN. VLAN ID range and list support enables you to associate multiple VLANs with a single logical
interface. which reduces the overall number of logical interfaces needed. Using fewer logical interfaces
provides these benefits:

e Reduces the amount of configuration time

e Reduces the amount of memory consumed

e Reduces the impact to system performance

VLAN Bundle Service

The VLAN bundle service supports the mapping of multiple broadcast domains (VLANS) to a single bridge
domain (MAC learning domain). You can associate multiple VLANs with a single EVPN routing instance.
As a result, these broadcast domains (VLANS) share the same MAC table in the EVPN routing instance,



thereby reducing the utilization of resources—for example, the number of MAC tables, MAC routes, and
labels.

Sample VLAN ID Range and List Configuration

The following sample configuration shows a service provider style interface (interface xe-1/0/0 and logical
interfaces xe-1/0/0.0 and xe-1/0/0.1) that is configured on a Juniper Networks device in an EVPN-VXLAN
topology. The sample configuration also shows the EVPN routing instance (EVPN-VXLAN-3) in which
logical interfaces xe-1/0/0.0 and xe-1/0/0.1 are referenced.

interfaces {
xe-1/0/0 {
unit 0 {
encapsulation vlan-bridge;

vlan-id-range 100-102;

family bridge;

}

unit 1 {
encapsulation vlan-bridge;
vlan-id-list [ 200-203 213 248 ];
family bridge;

routing-instances {
EVPN-VXLAN-3 {
description “EVPN-VXLAN Vlan Bundle service”;
instance-type evpn;
vtep-source-instance 100.0;
interface xe-1/0/0.0;
interface xe-1/0/0.1;
route-distinguisher 10.255.235.35:200;
vrf-target target:123:123;
protocols {
evpn {
encapsulation vxlan;
extended-vni-list 551;

}

}

vxlan {
vni 551;

encapsulate-inner-vlan;
decapsulate-accept-inner-vilan;



In this configuration, logical interface xe-1/0/0.0 includes a VLAN ID range and logical interface xe-1/0/0.1
includes a VLAN ID list, which is comprised of a VLAN ID range and individual VLAN IDs. EVPN routing
instance EVPN-VXLAN-3 references both logical interfaces.

Caveats and Limitations

When specifying VLAN ID ranges and lists in a service provider style interface configuration in an EVPN
environment, keep these caveats and limitations in mind:

e When specifying a range in either a VLAN ID range or list, you must use an ascending range—for example,
100-102. If you specify a descending range—for example, 102-100—the system considers the range to
be invalid, and a commit error occurs.

Configuring VLAN ID Lists and Ranges in an EVPN Environment

Starting in Junos OS Release 19.2R1, you can specify VLAN ID lists and ranges in a service provider style
of interface configuration that is referenced in an Ethernet VPN (EVPN) routing instance (a routing instance
of type evpn).

This feature enables you to associate multiple VLANs with a single logical interface, thereby freeing you
from having to configure a dedicated logical interface for each VLAN.

This feature works with the VLAN bundle service.

This procedure shows you how to specify multiple VLANs using VLAN ID ranges and lists in a service
provider style interface configuration and to associate the interface with an EVPN routing instance.

The sample configurations that follow the procedure provide more comprehensive configurations of service
provider style interfaces in an EVPN environment.

1. Configure the physical interface or aggregated Ethernet interface with the encapsulation type of flexible
Ethernet services, which enables you to specify Ethernet encapsulations at the logical interface level.

[edit]
user@switch# setinterfaces interface-name encapsulation flexible-ethernet-services

2. Configure a service provider style logical interface.
a. Specify the encapsulation type of vlan-bridge to enable bridging on the logical interface:

[edit]

user@switch# setinterfaces interface-name unit logical-unit-number encapsulation vlan-bridge



b. Associate the logical interface with multiple VLANSs using either a VLAN ID range or list:

[edit]

user@switch# setinterfaces interface-name unit logical-unit-number vlan-id-range vlan-id-vlan-id
OR

[edit]
user@switch# setinterfaces interface-name unit logical-unit-number vlan-id-list [ vlan-id vlian-id
vlan-id-vlan-id ]

3. Repeat Step 2 for each additional service provider style logical interface that you need to configure.

4. Create an EVPN routing instance.

a. Specify that the routing instance is of type evpn.

[edit]

user@switch# set routing-instances routing-instance-name instance-type evpn

b. Associate the logical interfaces that you configured earlier with the EVPN routing instance.

[edit]
user@switch# set routing-instances routing-instance-name interface

interface-name.logical-unit-number

Sample Configuration: Multiple Logical Interfaces

This sample configuration shows aggregated Ethernet interface ae0, which is divided into logical interfaces
ae0.100 and ae0.150. Logical interface ae0.100 is associated with VLANSs ranging from 100 through 102.
Logical interface ae0.150 is associated with a list of VLANs, which includes 150 through 152, 200, 213,
and 248. EVPN routing instance EVPN-1 references both logical interfaces.

interfaces {

ae0 {
flexible-vlan-tagging;
encapsulation flexible-ethernet-services;
unit 100 {
encapsulation vlan-bridge;
vlan-id-range 100-102;
family bridge;
¥
unit 150 {

encapsulation vlan-bridge;



vian-id-list [ 150-152 200 213 248 ];
family bridge;

routing-instances {
EVPN-1 {
instance-type evpn;
interface ae0.100;
interface ae0.150;
route-distinguisher 192.160.0.1:111;
vrf-target target:65000:111;
protocols {
evpn;

Sample Configuration: Single Logical Interface

This sample configuration is similar to the multiple logical interface sample configuration except that
aggregated Ethernet interface ae0 includes only one logical interface (ae0.150) with which all VLANs (100
through 102, 150 through 152, 200, 213, and 248) are associated. EVPN routing instance EVPN-1
references logical interface ae0.150.

interfaces {
ae0 {

flexible-vlan-tagging;

encapsulation flexible-ethernet-services;

unit 150 {
encapsulation vlan-bridge;
vlan-id-list [ 100-102 150-152 200 213 248 ];
family bridge;

routing-instances {
EVPN-1 {
instance-type evpn;
interface ae0.150;
route-distinguisher 192.160.0.1:111;
vrf-target target:65000:111;
protocols {



evpn;

Sample Configuration: E-Tree

This sample E-Tree configuration is similar to the other sample configurations except for some information
specific to E-Tree use (for example, specifying each logical interface as either root or leaf, and enabling
the EVPN-ETREE service).

interfaces {
ae0 {
flexible-vlan-tagging;
encapsulation flexible-ethernet-services;
unit 100 {
encapsulation vlan-bridge;
vlan-id-range 100-102;
family bridge;
etree-ac-role leaf;
}
unit 200 {
encapsulation vlan-bridge;
vlan-id-list [ 200 213 248 ];
family bridge;
etree-ac-role root;

routing-instances {
ETREE-1 {
instance-type evpn;
interface ae0.100;
interface ae0.200;
route-distinguisher 192.160.0.1:111;
vrf-target target:65000:111;
protocols {
evpn {
evpn-etree;



Release History Table

Release Description

19.2R1 Starting in Junos OS Release 19.2R1, you can specify VLAN ID lists and ranges in a service
provider style interface configuration that is referenced in an Ethernet VPN (EVPN) routing
instance (a routing instance of type evpn).

Flexible Ethernet Services Encapsulation
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Configuring EVPN Routing Instances

To configure an EVPN routing instance, complete the following configuration on the PE router (or on the
MPLS edge switch or QFX Series switch) within the EVPN service provider's network:

1. Configure the EVPN routing instance name using the routing-instances statement at the [edit] hierarchy
level:

routing-instances routing-instance-name {...}

2. Configure the evpn option for the instance-type statement at the [edit routing-instances
routing-instance-name] hierarchy level:

instance-type evpn;



NOTE: For MX Series devices, EX Series, and QFX Series switches, you can include multiple
IFLs of an Ethernet segment identifier (ESI) across different bridge-domains or VLANSs of an
EVPN routing instance in all-active mode. However, you cannot include multiple IFLs of the
same ESI within the same bridge-domain or VLAN.

3. Configure the interfaces for handling EVPN traffic between the MES or PEs and the CE device using
the interface statement at the [edit routing-instances routing-instance-name] hierarchy level:

interface interface-name;

4. Configure a VLAN identifier for the EVPN routing instance using the vlan-id statement at the [edit
routing-instances routing-instance-name] hierarchy level:

NOTE: For QFX Series, set the VLAN ID to none.

vlan-id (vlan-id | all | none);

5. Configure a route distinguisher on a PE router by including the route-distinguisher statement:
route-distinguisher (as-number:number | ip-address:number);

Each routing instance that you configure on a PE router must have a unique route distinguisher associated
with it. VPN routing instances need a route distinguisher to help BGP to distinguish between potentially
identical network layer reachability information (NLRI) messages received from different VPNs. If you
configure different VPN routing instances with the same route distinguisher, the commit fails.

For a list of the hierarchy levels at which you can include this statement, see the statement summary
for this statement.

The route distinguisher is a 6-byte value that you can specify in one of the following formats:

e as-number:number, where as-number is an autonomous system (AS) number (a 2-byte value) and
number is any 4-byte value. The AS number can be in the range 1 through 65,535. We recommend
that you use an Internet Assigned Numbers Authority (IANA)-assigned, nonprivate AS number,
preferably the Internet service provider’s (ISP’s) own or the customer’s own AS number.



NOTE: The automatic derivation of the BGP route target (auto-RT) for advertised prefixes
is supported on a 2-byte AS number only.

ip-address:number, where ip-address is an IP address (a 4-byte value) and number is any 2-byte value.
The IP address can be any globally unique unicast address. We recommend that you use the address
that you configure in the router-id statement, which is a nonprivate address in your assigned prefix
range.

NOTE:

6. Configure either import and export policies for the EVPN routing table, or configure the default policies

using the vrf-target statement configured at the [edit routing-instances routing-instance-name] hierarchy

level.

See Configuring Policies for the VRF Table on PE Routers in VPNs.

7. Configure each EVPN interface for the EVPN routing instance:

a.

Configure each interface using the interface statement at the [edit routing-instances
routing-instance-name protocols evpn] hierarchy level.

Configure interface encapsulation for the CE facing interfaces at the [edit interfaces interface-name
encapsulation] hierarchy level. Supported encapsulations, except for EX9200 switches and QFX
Series switches, are: (ethernet-bridge | vlan-bridge | extended-vlan-bridge). Supported encapsulations
for EX9200 switches are: (extended-vlan-bridge | flexible-ethernet-services). Supported
encapsulation for QFX Series switches is vxlan.

(Optional) Allow the EVPN to establish a connection to the CE device even if the CE device interface
encapsulation and the EVPN interface encapsulations do not match by including the
ignore-encapsulation-mismatch statement at the [edit routing-instances routing-instance-name
protocols evpn interface interface-name] hierarchy level.

(Optional) (Not available on EX9200 switches) Specify a static MAC address for a logical interface
in a bridge domain using the static-mac statement at the [edit routing-instances routing-instance-name
protocols evpn interface interface-name] hierarchy level.

8. Specify the maximum number of media access control (MAC) addresses that can be learned by the

EVPN routing instance by including the interface-mac-limit statement.

You can configure the same limit for all interfaces configured for a routing instance by including this

statement at the [edit routing-instances routing-instance-name protocols evpn] hierarchy level. You

can also configure a limit for a specific interface by including this statement at the [edit routing-instances

routing-instance-name protocols evpn interface interface-name] hierarchy level.



By default, packets with new source MAC addresses are forwarded after the MAC address limit is
reached. You can alter this behavior by including the packet-action drop statement at either the [edit
routing-instances routing-instance-name protocols evpn interface-mac-limit] or the [edit
routing-instances routing-instance-name protocols evpn interface interface-name] hierarchy level. If
you configure this statement, packets from new source MAC addresses are dropped once the configured
MAC address limit is reached.

9. Specify the MPLS label allocation setting for the EVPN by including the label-allocation statement with
the per-instance option at the [edit routing-instances routing-instance-name protocols evpn] hierarchy
level.

If you configure this statement, one MPLS label is allocated for the specified EVPN routing instance.

10. Enable MAC accounting for the EVPN by including the mac-statistics statement at the [edit
routing-instances routing-instance-name protocols evpn] hierarchy level.

11. Specify the number of addresses that can be stored in the MAC routing table using the mac-table-size
statement at the [edit routing-instances routing-instance-name protocols evpn] hierarchy level.

You can optionally configure the packet-action drop option to specify that packets for new source MAC
addresses be dropped once the MAC address limit is reached. If you do not configure this option,
packets for new source MAC addresses are forwarded.

12. Disable MAC learning by including the no-mac-learning statement at either the [edit routing-instances
routing-instance-name protocols evpn] hierarchy level to apply this behavior to all of the devices
configured for an EVPN routing instance or at the [edit routing-instances routing-instance-name
protocols evpn interface interface-name] hierarchy level to apply this behavior to just one of the CE
devices.

Configuring Policies for the VRF Table on PE Routers in VPNs
Configuring Routing Instances on PE Routers in VPNs
Tracing EVPN Traffic and Operations | 31



Configuring EVPN Routing Instances on EX9200 Switches

To configure an EVPN routing instance, complete the following configuration on the PE router (or on the
MPLS edge switch) within the EVPN service provider’'s network:

1.

Configure the EVPN routing instance name using the routing-instances statement at the [edit] hierarchy
level:

routing-instances routing-instance-name {...}

Configure the evpn option for the instance-type statement at the [edit routing-instances
routing-instance-name] hierarchy level:

instance-type evpn;

Configure the interfaces for handling EVPN traffic between the MES and the CE device using the
interface statement at the [edit routing-instances routing-instance-name] hierarchy level:

interface interface-name;

Configure a VLAN identifier for the EVPN routing instance using the vlan-id statement at the [edit
routing-instances routing-instance-name] hierarchy level:

vlan-id (vlan-id | all | none);

Configure a route distinguisher on a PE router by including the route-distinguisher statement:

route-distinguisher (as-number:number | ip-address:number);

Each routing instance that you configure on a PE router must have a unique route distinguisher associated
with it. VPN routing instances need a route distinguisher to help BGP to distinguish between potentially
identical network layer reachability information (NLRI) messages received from different VPNs. If you
configure different VPN routing instances with the same route distinguisher, the commit fails.

For a list of the hierarchy levels at which you can include this statement, see the statement summary
for this statement.

The route distinguisher is a 6-byte value that you can specify in one of the following formats:



e as-number:number, where as-number is an autonomous system (AS) number (a 2-byte value) and
number is any 4-byte value. The AS number can be in the range 1 through 65,535. We recommend
that you use an Internet Assigned Numbers Authority (IANA)-assigned, nonprivate AS number,
preferably the Internet service provider’s (ISP’s) own or the customer’s own AS number.

e ip-address:number, where ip-address is an IP address (a 4-byte value) and number is any 2-byte value.
The IP address can be any globally unique unicast address. We recommend that you use the address
that you configure in the router-id statement, which is a nonprivate address in your assigned prefix
range.

. Configure either import and export policies for the EVPN routing table, or configure the default policies
using the vrf-target statement configured at the [edit routing-instances routing-instance-name] hierarchy
level.

See Configuring Policies for the VRF Table on PE Routers in VPNs.

. Configure each EVPN interface for the EVPN routing instance:

a. Configure interface encapsulation for the CE facing interfaces at the [edit interfaces interface-name
encapsulation] hierarchy level. . Supported encapsulations for EX9200 switches are:
(extended-vlan-bridge | flexible-ethernet-services | vlan-bridge).

b. Configure vlan-bridge encapsulation on the logical interface at the [edit interfaces interface-name
flexible-vlan-tagging encapsulation flexible-ethernet-services unit 0 encapsulation] hierarchy level.

c. (Optional) Allow the EVPN to establish a connection to the CE device even if the CE device interface
encapsulation and the EVPN interface encapsulations do not match by including the
ignore-encapsulation-mismatch statement at the [edit routing-instances routing-instance-name
protocols evpn interface interface-name] hierarchy level.

. Specify the maximum number of media access control (MAC) addresses that can be learned by the
EVPN routing instance by including the interface-mac-limit statement.

You can configure the same limit for all interfaces configured for a routing instance by including this
statement at the [edit routing-instances routing-instance-name protocols evpn] hierarchy level. You
can also configure a limit for a specific interface by including this statement at the [edit routing-instances
routing-instance-name protocols evpn interface interface-name] hierarchy level.

By default, packets with new source MAC addresses are forwarded after the MAC address limit is
reached. You can alter this behavior by including the packet-action drop statement at either the [edit
routing-instances routing-instance-name protocols evpn interface-mac-limit] or the [edit
routing-instances routing-instance-name protocols evpn interface interface-name] hierarchy level. If
you configure this statement, packets from new source MAC addresses are dropped once the configured
MAC address limit is reached.

. Enable MAC accounting for the EVPN by including the mac-statistics statement at the [edit
routing-instances routing-instance-name protocols evpn] hierarchy level.



10. Specify the number of addresses that can be stored in the MAC routing table using the mac-table-size
statement at the [edit routing-instances routing-instance-name protocols evpn] hierarchy level.

You can optionally configure the packet-action drop option to specify that packets for new source MAC
addresses be dropped once the MAC address limit is reached. If you do not configure this option,
packets for new source MAC addresses are forwarded.

11. Disable MAC learning by including the no-mac-learning statement at either the [edit routing-instances
routing-instance-name protocols evpn] hierarchy level to apply this behavior to all of the devices
configured for an EVPN routing instance or at the [edit routing-instances routing-instance-name
protocols evpn interface interface-name] hierarchy level to apply this behavior to just one of the CE
devices.

Configuring Policies for the VRF Table on PE Routers in VPNs
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Overview of MAC Mobility

MAC mobility describes the scenario where a host moves from one Ethernet segment to another segment
in the EVPN network. Provider Edge (PE) devices discover the host MAC address from its local interfaces
or from remote PE devices. When a PE device learns of a new local MAC address, it sends a MAC
advertisement route message to other devices in the network. During this time, there are two advertised
routes and the PE devices in the EVPN network must decide which of the MAC advertisement messages
to use.

To determine the correct MAC address location, PE devices use the MAC mobility extended community
field, as defined in RFC 7432, in the MAC advertisement route message. The MAC mobility extended
community includes a static flag and a sequence number. The static flag identifies pinned MAC addresses
that should not be relocated. The sequence number identifies newer MAC advertisement messages. Starting
at 0, the sequence number is incremented for every MAC address mobility event. PE devices running Junos
OS apply the following precedence order in determining the MAC advertisement route to use:

1. Advertisement routes with a local pinned MAC address (static MAC address).
2. Advertisement routes with a remote pinned MAC address (static MAC address).

3. Advertisement routes with a higher sequence number.



NOTE: When there are two advertisement route messages for pinned MAC addresses with
different routes or two advertisement route messages with the same sequence number, the local
device chooses the advertisement route message from the PE device with the lower IP address.

Figure 1 on page 17 illustrates a network where a MAC address is relocated from PE1 to PE2. Before the
move, a MAC advertisement route message sent by PE1 has the active route for all PE devices in the
network. After the relocation, PE2 learns of the new local MAC address and sends an updated MAC
advertisement route message. Table 3 on page 17 lists the action taken by each PE device based on the
two MAC advertisements. The PE device generates a syslog message when it encounters conflicts with a

pinned MAC address.

NOTE: Table 3 on page 17 includes use cases with pinned MAC addresses. These use cases do
not apply to PE devices that do not support MAC pinning. To determine whether or not MAC
pinning is supported by a particular Juniper Networks device or Junos OS release, see Feature

Explorer.

Figure 1: MAC Mobility in an EVPN Network

Table 3: MAC Advertisement Routes on PE Devices

MAC Advertisement

PE1: MAC address with a
sequence number (n).

PE2: MAC address with the

sequence number

incremented by one (n+1).

PE1

Install the remote MAC
advertisement route from
PE2 because it has a higher
sequence number (n+1).

PE2

Advertise the local MAC
route because it has a
higher sequence number
(n+1).
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PE3

Install the remote MAC
advertisement route from
PE2 because it has a higher
sequence number (n+1).
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Table 3: MAC Advertisement Routes on PE Devices (continued)

MAC Advertisement

PE1: MAC address with a
sequence number (n).

PE2: MAC address with the
same sequence number (n).

PE1: Pinned MAC address

with the static bit set.

PE2: MAC address and a
sequence number (n).

PE1: MAC address with a
sequence number (n).

PE2: Pinned MAC address
with the static bit set.
PE1: Pinned MAC address

with static bit set.

PE2: Pinned MAC address
with static bit set.

PE1

Advertise the local MAC
route because PE1 has the
lower IP address (10.0.0.1).

Advertise the local MAC
route because it is a pinned
MAC address.

Generate a syslog message.

Install the remote the MAC
advertisement route from

PE2 because it is a pinned

MAC address.

Advertise the local MAC
route because it is a local
pinned MAC address.

Generate a syslog message.

PE2

Install the remote MAC
advertisement route from
PE1 because PE1 has the
lower IP address (10.0.0.1).

Install the remote MAC
advertisement route from
PE1 because it is a pinned
MAC address.

Advertise local MAC route
because it is a pinned MAC
address.

Generate a syslog message.

Advertise the local MAC
route because it is a local
pinned MAC address.

Generate a syslog message.

PE3

Use the MAC
advertisement route from
PE1 because PE1 has the
lower IP address (10.0.0.1).

Use the MAC
advertisement route from
PE1 because it is a pinned
MAC address.

Generate a syslog message.

Install the remote MAC
advertisement route from
PE2 because it is a pinned
MAC address.

Use the MAC
advertisement route from
PE1 because PE1 has the
lower IP address (10.0.0.1).

Generate a syslog message.

Junos supports MAC mobility automatically by default. To disable MAC mobility, use the set protocols

evpn mac-mobility no-sequence-numbers statement.

EVPN MAC Pinning Overview | 343
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Changing Duplicate MAC Address Detection Settings

When a host is physically moved or when a host is reconfigured on a different Ethernet segment, the PE
device sends an updated MAC advertisement route to other PE devices to update their route table. If
there is a misconfiguration in the network, MAC advertisement messages oscillate between the different
routes causing MAC address flapping. This makes the network more vulnerable and wastes network
resources. Junos supports MAC mobility automatically by default. To disable MAC mobility, use the set
protocols evpn mac-mobility no-sequence-numbers statement.

Junos OS also automatically detects and suppresses duplicate MAC addresses. Optionally, you can also
configure the length of time that the duplicate MAC address is suppressed. When the PE device encounters
duplicate MAC addresses, Junos OS generates a syslog message.

To change the duplicate MAC address detection settings , include the duplicate-mac-detection statement
at either the [edit routing-instances routing-instance-name protocols] hierarchy level or the[edit
logical-systems logical-system-name routing-instances routing-instance-name protocols] hierarchy level:

evpn
duplicate-mac-detection {
detection-threshold detection-threshold;
detection-window seconds;
auto-recovery-time minutes;

You can modify the following options under the duplicate-mac-detection statement:

o detection-window—The time interval used in detecting a duplicate MAC address. The value can be from
5 through 600 seconds. The default is 180 seconds

o detection-threshold—The number of MAC mobility events that are detected for a given MAC address
within the detection-window before it is identified as a duplicate MAC address. Once the detection
threshold is reached, updates for the MAC address are suppressed. The value can be from 2 through
20. The default is 5.

¢ auto-recovery-time—(Optional) The length of time a device suppresses a duplicate MAC address. At the
end of this duration, MAC address updates will resume. The value can be from 5 through 360 minutes.
If a value is not specified, then the MAC address continues to be suppressed.

NOTE: To ensure that the mobility advertisements have sufficient time to age out, set an
auto-recovery-time greater than the detection-window.

To manually clear the suppression of duplicate MAC addresses, use the clear evpn
duplicate-mac-suppression command.



To view MAC duplicate addresses in the EVPN MAC database, use the show evpn database command.
The following example displays a sample output. The output fields related to duplicate MAC detections
are State, Mobility history, and MAC advertisement route status:

user@PE1> show evpn database mac-address 00:00:00:00:00:02 extensive

Instance: ALPHA

VLAN ID: 100, MAC address: 00:00:00:00:00:02
State: Ox1 <Duplicate-Detected>
Mobility history

Mobility event time Type Source Seq
num

Aug 03 17:22:28.585619 Local ge-0/0/2.0 31

Aug 03 17:22:30.307198 Remote 10.255.0.3 32

Aug 03 17:22:37.611786 Local ge-0/0/2.0 33

Aug 03 17:22:39.289357 Remote 10.255.0.3 34

Aug 03 17:22:45.609449 Local ge-0/0/2.0 35

Source: ge-0/0/2.0, Rank: 1, Status: Active
Mobility sequence number: 35 (minimum origin address 10.255.0.2)
Timestamp: Aug 03 17:22:44 (0x5983be54)
State: <Local-MAC-Only Local-To-Remote-Adv-Al lowed>
MAC advertisement route status: Not created (duplicate MAC suppression)
IP address: 10.0.0.2
Source: 10.255.0.3, Rank: 2, Status: Inactive
MAC label: 300176
Mobility sequence number: 34 (minimum origin address 10.255.0.3)
Timestamp: Aug 03 17:22:39 (0x5983be4f)
State: <>
MAC advertisement route status: Not created (inactive source)
IP address: 10.0.0.3

clear evpn duplicate-mac-suppression | 1487

duplicate-mac-detection | 1388



EVPN Type-5 Route with VXLAN encapsulation for EVPN-VXLAN

EVPN is a flexible solution that uses Layer 2 overlays to interconnect multiple edges (virtual machines)
within a data center. Traditionally, the data center is built as a flat Layer 2 network with issues such as
flooding, limitations in redundancy and provisioning, and high volumes of MAC addresses learned, which
cause churn at node failures. EVPN is designed to address these issues without disturbing flat MAC
connectivity.

VXLAN is an overlay technology that encapsulates MAC frames into a UDP header at Layer 2.
Communication is established between two virtual tunnel endpoints (VTEPs). VTEPs encapsulate the virtual
machine traffic into a VXLAN header, as well as strip off the encapsulation. Virtual machines can only
communicate with each other when they belong to the same VXLAN segment. A 24-bit virtual network
identifier (VNID) uniquely identifies the VXLAN segment. This enables having the same MAC frames across
multiple VXLAN segments without traffic crossover. Multicast in VXLAN is implemented as Layer 3
multicast, in which endpoints subscribe to groups.

When a Bridge Domain (BD) is not L2 extended across Data Centers (DC), the IP subnet belonging to the
BD is confined within a single DC. If all BDs within each DC network satisfy this requirement, there is no
longer a need to advertise MAC+IP route for each tenant between data centers as host routes for the
tenants can be aggregated. Thus the L2 inter-DC connectivity issue can be simply transformed to an
inter-DC L3 IP prefix reachability issue.

Starting with Junos OS Release 17.1, the EVPN type-5 IP prefix route advertises the IP prefixes between
the DCs. Unlike the type-2 EVPN MAC advertisement route, the EVPN type-5 IP prefix route seperates
the host MAC address from its IP address and provides a clean advertisement of an IP prefix for the bridge
domain.

Junos OS Release 17.1 also supports:

e Inter-DC connectivity with VXLAN encapsulation for EVPN/VXLAN by using the EVPN type 5 IP prefix
route. Each BD within a DC is not L2 extended. If EVPN/VXLAN is enabled between DC GW (Data
Center Gateway) router and ToR while providing inter-DC connectivity, the spine, which acts as a DC
GW router, is capable of performing L3 routing and IRB functions.

o Inter-pod connectivity with VXLAN encapsulation by using the EVPN type-5 IP prefix route. The solution
provided does not address the L2 extension problem when a BD is stretched across different pods. The
spines that provide the inter-pod connectivity is able to perform L3 routing and IRB functions.

EVPN Type-5 Route with MPLS encapsulation for EVPN-MPLS | 22



EVPN Type-5 Route with MPLS encapsulation for EVPN-MPLS

EVPN is a flexible solution that uses Layer 2 overlays to interconnect multiple edges (virtual machines)
within a data center. Traditionally, the data center is built as a flat Layer 2 network with issues such as
flooding, limitations in redundancy and provisioning, and high volumes of MAC addresses learned, which
cause churn at node failures. EVPN is designed to address these issues without disturbing flat MAC
connectivity.

The MPLS infrastructure allows you to take advantage of the MPLS functionality provided by the Junos
operating system (Junos OS), including fast reroute, node and link protection, and standby secondary paths.

Starting with Junos OS Release 17.1, to support the interconnection through EVPN type-5 route in the
metro service application using EVPN/MPLS, an MPLS tunnel is required instead of a VXLAN tunnel.

NOTE: L3VPN forwarding based on pure type-5 without overlay next-hop is only supported.

In the control plane EVPN type-5 is used to advertise IP prefix for inter-subnet connectivity across metro
peering points. To reach the end host through the connectivity provided by the EVPN type-5 prefix route,
data packets are sent out as an IP packet encapsulated in the MPLS across the metro peering points.

‘ EVPN Type-5 Route with VXLAN encapsulation for EVPN-VXLAN | 21

Understanding EVPN Pure Type-5 Routes
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Ethernet VPN (EVPN) offers an end-to-end solution for data center Virtual Extensible LAN (VXLAN)
networks. A main application of EVPN is Data Center Interconnect (DCI), which provides the ability to
extend Layer 2 connectivity between different data centers. EVPN uses the concept of route types to
establish sessions between the provider edge and the customer edge. There are many route types. A
type-5 route, also called the IP prefix route, is used to communicate between data centers (DC) when the
Layer 2 connection does not extend across DCs and the IP subnet in a Layer 2 domain is confined within
asingle DC. In this scenario, the type-5 route enables connectivity across DCs by advertising the IP prefixes
assigned to the VXLANSs confined within a single DC. Data packets are sent as Layer 2 Ethernet frames
encapsulated in the VXLAN header. Additionally, the gateway device for the DC must be able to perform
Layer 3 routing and provide IRB functionality.

NOTE: Only pure type-5 routes are supported. Support was added in Junos OS Release
15.1X53-D30 for QFX10002 switches only. Starting with Junos OS Release 15.1X53-D60, pure
type-5 routes are also supported on QFX10008 and QFX10016 switches. Starting with Junos
OS Release 17.4R1, pure type-5 routes are supported on standalone QFX5110 switches only.

A pure type-5 route operates without an overlay next hop or a type-2 route for recursive route resolution.
With pure type-5 routing, the type-5 route is advertised with the MAC extended community so that the
type-5 route provides all necessary forwarding information required for sending VXLAN packets in the
data plane to the egress network virtual endpoint. There is no need to use an IP address as an overlay next
hop to interconnect Layer 3 virtual routing and forwarding (VRF) routes sitting in different data centers.
Because no type-2 routes are used for route recursive resolution, this provisioning model is also called the
IP-VRF-to-IP-VRF model without a core-facing IRB interface.

Defining EVPN-VXLAN Route Types

The EVPN-VXLAN route types are:

e Type-1 route, Ethernet autodiscovery route—Type-1 routes are for networkwide messages. Ethernet
autodiscovery routes are advertised on a per end virtual identifier (EVI) and per Ethernet segment
identifier (ESI) basis. The Ethernet autodiscovery routes are required when a customer edge (CE) device
is multihomed. When a CE device is single-homed, the ESl is zero. This route type is supported by all
EVPN switches and routers.

An ESI can participate in more than one broadcast domain; for example, when a port is trunked. An
ingress provider edge (PE) device that reaches the MAC on that ESI must have type-1 routes to perform
split horizon and fast withdraw. Therefore, a type-1 route for an ESI must reach all ingress PE devices
importing a virtual network identifier (VNI) or tag (broadcast domains) in which that ESI is a member.
The Junos OS supports this by exporting a separate route target for the type-1 route.

e Type-2 route, MAC with IP advertisement route—Type-2 routes are per-VLAN routes, so only PEs that
are part of a VNI need these routes. EVPN allows an end host’s IP and MAC addresses to be advertised



within the EVPN Network Layer reachability information (NLRI). This allows for control plane learning
of ESI MAC addresses. Because there are many type-2 routes, a separate route-target auto-derived per
VNI helps to confine their propagation. This route type is supported by all EVPN switches and routers.

e Type-3 route, inclusive multicast Ethernet tag route—Type-3 routes are per-VLAN routes; therefore,
only PE devices that are part of a VNI need these routes. An inclusive multicast Ethernet tag route sets
up a path for broadcast, unknown unicast, and multicast (BUM) traffic from a PE device to the remote
PE device on a per-VLAN, per-EVI basis. Because there are many type-3 routes, a separate route-target
auto-derived per VNI helps in confining their propagation. This route type is supported by all EVPN
switches and routers.

¢ Type-4 route, Ethernet segment Route—An Ethernet segment identifier (ESI) allows a CE device to be
multihomed to two or more PE devices—in single/active or active/active mode. PE devices that are
connected to the same Ethernet segment discover each other through the ESI. This route type is supported
by all EVPN switches and routers.

e Type-5 route, IP prefix Route—An IP prefix route provides encoding for inter-subnet forwarding. In the
control plane, EVPN type-5 routes are used to advertise IP prefixes for inter-subnet connectivity across
data centers. To reach a tenant using connectivity provided by the EVPN type-5 IP prefix route, data
packets are sent as Layer 2 Ethernet frames encapsulated in the VXLAN header over the IP network
across the data centers.

e Type-6 route, selective multicast Ethernet tag routes.
¢ Type-7 route, network layer reachability information (NLRI) to sync IGMP joins.
e Type-8 route, NLRI to sync IGMP leaves.

Implementing Pure Type-5 Routes in an EVPN-VXLAN Environment

You can use EVPN pure type-5 routes on QFX10000 switches to communicate between data centers
through a Layer 3 network. See Figure 2 on page 25. A unified EVPN control plane accomplishes L3 route
advertisement between multiple data center locations so that you do not have to rely on an additional L3
VPN protocol family. On the customer edge (CE), hosts such as servers, storage devices, or any bare-metal
devices are attached to leaf switches on the provider edge. Between those leaf devices, an MP-BGP session
is established for EVPN routes to be used in the overlay control protocol. .
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Figure 2: EVPN-VXLAN Connection with Pure Type-5 Route Between Two Data Centers
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A global unique virtual network identifier (VNI) is provisioned for each customer L3 VRF and identifies the
customer L3 VRF at the egress. A chassis MAC is used as the inner destination MAC (DMAC) for the
VXLAN packet. The chassis MAC is shared among different customer L3 VRF instances

NOTE: When a virtual machine (VM) moves from one QFX10000 data center to another, a
type-5 route no longer works. This is because both the VXLAN and IP subnet that belong to the
VM are no longer confined within a single data center.

NOTE: For an example of communicating within a single data center without type-5 routing,
see “Example: Configuring IRB Interfaces in an EVPN-VXLAN Environment to Provide Layer 3
Connectivity for Hosts in a Data Center” on page 455.

Understanding Pure Type 5-Route Forwarding

Pure type-5 route forwarding is also called the IP-VRF-to-IP-VRF (virtual routing and forwarding) model.
In IP-based computer networks, Layer 3 VRF allows multiple instances of a routing table to coexist within
the same router at the same time. Because the routing instances are independent, the same or overlapping
IP addresses can be used without conflicting with each other. In this scenario, for a given tenant, such as
an IP VPN service, a network virtualization edge (NVE) has one MAC VRF, which consists of multiple
VXLANSs (one VXLAN per VLAN). The MAC VRFs on an NVE for a given tenant are associated with an IP
VRF corresponding to that tenant (or IP VPN service) through their IRB interfaces. A global unique VNI is
provisioned for each customer Layer 3 VRF. The VNI is used to identify the Layer 3 VRF for the customer
on each data center.



Understanding EVPN Pure Type-5 Routes and Local Preferences

On QFX10000 switches running Junos OS Release 15.1X53-Dé5 or later, the local preference setting for
an Ethernet VPN (EVPN) pure type-5 route is inherited by IP routes that are derived from the EVPN type
5 route. Further, when selecting an IP route for incoming traffic, the QFX10000 switches consider the
local preference of the route. A benefit of the QFX10000 switches including local preference in their route
selection criteria is that you can set up a policy to manipulate the local preference, thereby controlling
which route the switch selects.

Advantages of Using EVPN Pure Type-5 Routing
There are two main advantages to using EVPN pure type-5 routing:
e There is no need to exchange all host routes between data center locations. This results in smaller

requirements for the routing information base (RIB), also known as the routing table, and the forwarding
information base (FIB), also known as the forwarding table, on DCI equipment.

e There is no need to use multiple protocol families, such as both EVPN and an L3 VPN, to advertise L2
and L3 reachability information.

Best Practices and Caveats

BEST PRACTICE: You can use pure type-5 route within a single data center to interconnect
points of delivery (pods) as long as the IP prefix can be confined within the pod.

BEST PRACTICE: Note that there are differences between EVPN VXLAN and EVPN MPLS.
EVPN VXLAN exports a separate route target for type-1 routes. EVPN-MPLS exports the type-1
route with the collective set of route-targets of the VNI or tags (broadcast domains) in which
the Ethernet segment identifier is participating.

NOTE: You cannot use Contrail with pure type-5 route.



Release History Table

Release

17.4R1

15.1X53D60

15.1X53-D30

Description

Starting with Junos OS Release 17.4R1, pure type-5 routes are supported on standalone
QFX5110 switches only.

Starting with Junos OS Release 15.1X53-Dé60, pure type-5 routes are also supported
on QFX10008 and QFX10016 switches.

Only pure type-5 routes are supported. Support was added in Junos OS Release
15.1X53-D30 for QFX10002 switches only.
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Ingress Virtual Machine Traffic Optimization

When virtual machines and hosts are moved within a data center or from one data center to another,
network traffic can become inefficient when the traffic is not routed to the optimal gateway. This can
happen when the host is relocated. The arp table does not always get flushed and data flow to the host
is sent to the configured gateway even when there is a more optimal gateway. The traffic is “tromboned”

and routed unnecessarily to the configured gateway.

Starting in Junos OS Release 18.4R1, Junos supports ingress Virtual machine traffic optimization (VMTO).
When ingress VMTO feature is enabled, the remote IP host routes are stored in L3 Virtual Routing and
Forwarding (VRF) table and the device routes inbound traffic directly back to host that has been relocated.

Figure 3 on page 28 illustrates tromboned traffic without ingress VMTO and optimized traffic with ingress
VMTO enabled. Without ingress VMTO, Spine 1 and 2 from DC1 and DC2 all advertise the remote IP host
route 10.0.0.1 when the origin route is from DC2. The ingress traffic can be directed to either Spine 1 and
2 in DC1. It would then be routed to Spine 1 and 2 in DC2 where route 10.0.0.1 has been moved. This
causes the tromboning effect. With ingress VMTO, we can achieve optimal forwarding path by configuring
a policy for IP host route (10.0.01) to only be advertised by Spine 1 and 2 from DC2, and not from DC1
when the IP host is moved to DC2.



Figure 3: Traffic with and without Ingress VMTO
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Figure 4 on page 29 illustrates an EVPN network with different elements. PE1 shares an Ethernet Segment
with PE2. PE3 is on a separate segment. When PE1 learns of new IP host routes from CE1, PE1 adds the
route into the VRF table since it is a locally learned route. If PE2 learns the route from remote peer PE1
(and not from CE1), PE2 will also add the route into VRF table as if the route is also locally learned since
PE1 and PE2 are in the same Ethernet Segment. Table 4 on page 29 summarizes the activity taken in the
VRF table when a PE device learns of new IP host routes from remote PE devices under EVPN-VXLAN
and there are no routing policies configured on the device. Table 5 on page 30 summarizes the activity
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taken in the VRF table when a PE device learns of new IP host routes from remote PE devices under
EVPN-MPLS and there are no routing policies configured on the device.

NOTE: You can also configure policies to selectively add the routes that you want to the VRF

table.

28



Figure 4: EVPN with multihomed devices
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NOTE: The IP host routes that PE1 and PE2 learned from each other are described as “From
remote device that is connected to a shared Ethernet Segment” and the IP host routes that PE3
learned from PE1 or PE2 are described as “From a remote device that is not connected to a

shared Ethernet Segment.

Table 4: Activity in the VRF table for EVPN-VXLAN

Ingress VMTO From a remote device that is connected to
Configuration Status | a shared Ethernet Segment

Prior to Junos OS The IP host route is created with the IRB
Release 18.4R1. interface as the next hop and the route is added
to the VRF instance table.

Ingress VMTO not The IP host route is created with the IRB
configured interface as the next hop and the route is added
to the VRF instance table.

Ingress VMTO The IP host route is created with the IRB
configured interface as the next hop and the route is added
to the VRF instance table.

From a remote device that is not
connected to a shared Ethernet
Segment

The IP host route is not added to the
VREF instance table.

The IP host route is not added to the
VREF instance table.

The IP host route is created with the IRB
interface as the next hop and the route
is added to the VRF instance table.



Table 5: Activity in the VRF table for EVPN-MPLS

Ingress VMTO From a remote device with a locally From a remote device without a
Configuration Status shared Ethernet Segment locally shared Ethernet Segment
Prior to Junos OS Release The IP host route is created with the The IP host route is created with the
18.4 R1 with chained composite next hop. The route is not composite next hop. The route is not
composite next hop advertise to its peer. advertise to its peer.

configured.

Prior to Junos OS Release The IP host route is not added to the VRF | The IP host route is not added to the
18.4R1 without chained instance table. VREF instance table.

composite next hop.

Ingress VMTO not configured | The IP host route is created with the IRB | The IP host route is not added to the
interface as the next hop and the route is = VRF instance table.
added to the VRF instance table.

Ingress VMTO configured The IP host route is created with the IRB | The IP host route is created with the IRB
interface as the next hop and the route is | interface as the next hop and the route
added to the VRF instance table. is added to the VRF instance table.

Ingress VMTO configured The IP host route is created with the IRB | The IP host route is created with the

with composite next hop interface as the next hop and the route is = composite next hop and the route is
added to the VRF instance table. added to the VRF instance table.

To enable ingress VMTO, configure remote-ip-host-routes in the [edit routing-instances
routing-instance-name protocols evpn] hierarchy level. You can specify the remote IP host routes to be
added to the VRF table through policies by including an import policy to under remote-ip-host routes to
filter out the unwanted routes.

To address tomboning in Figure 3 on page 28, you would define the communities for Data Center 1 and
Data Center 2 and configure a policy in the spine devices to only import the routes learned from members
in its own community. Before the move, the spine devices in Data Center 1 advertise the IP host route to
the host. After the move, the spine devices in Data Center 2 will advertise the IP host route to the host .
As a result, the next-hop table on the remote host will have the updated route to Data Center 2 after the
move.

The following output shows the sample policy and sample configuration with an import policy configured
with remote-ip-host.

user@routerl# show policy-options

policy-statement vmto-DCl-import {
term in-DC1 {



from community [DC1l_devices];
then accept;

}
term not-in-DC1 {

then reject;

user@routerl# show routing-instances

blue {
instance-type virtual-switch;
route-distinguisher 10.255.0.3:100;
vrf-import vmto-DC1-import;
vrf-target target:100:100;
protocols {
evpn {
remote-ip-host-routes {
import vmto-DCl-import;
mpls-use-cnh;
}
extended-vlan-list 100;
default-gateway do-not-advertise;

Benefits of Ingress Virtual Machine Traffic Optimization

Ingress VMTO provides greater network efficiency and optimizes ingress traffic and can eliminate the
trombone effect between VLANSs.

Tracing EVPN Traffic and Operations

To configure the EVPN routing instance to trace a variety of different parameters related to EVPN operation:

1. Specify the name of one or more EVPN trace files using the file option for the traceoptions statement
at the [edit routing-instances routing-instance-name protocols evpn] hierarchy level:



traceoptions {
file filename <files number> <size size> <world-readable | no-world-readable>;

The file option includes the following sub-options:

o filename—Specify the name of the file to receive the output of the tracing operation. Enclose the
name within quotation marks. All files are placed in the directory /var/log.

o files number—(Optional) Maximum number of trace files. When a trace file named trace-file reaches
its maximum size, it is renamed trace-file.0, then trace-file.1, and so on, until the specified maximum
number of trace files specified is reached. Then the oldest trace file is overwritten.

e size size—(Optional) Maximum size of each trace file. When a trace file named trace-file reaches its
maximum size, it is renamed trace-file.0, then trace-file.1, and so on, until the maximum number of
trace files is reached. Then the oldest trace file is overwritten.

¢ world-readable | no-world-readable—(Optional) Enable unrestricted file access or restrict file access
to the user who created the file.

. Specify the flag option for the traceoptions statement:

traceoptions {
flag flag <flag-modifier> <disable>;

The flag option allows you to specify the scope of the trace by including one of the following sub-options:

o all—All EVPN tracing options
error—Error conditions
o general—General events
e mac-database—MAC route database in the EVPN routing instance
e nlri—EVPN advertisements received or sent by means of the BGP
¢ normal—Normal events
e oam—OAM messages
e policy—Policy processing
e route—Routing information

o state—State transitions

task—Routing protocol task processing



e timer—Routing protocol timer processing

o topology—EVPN topology changes caused by reconfiguration or advertisements received from other
PE routers using BGP

You can also specify one of the following modifiers for any of the traceoptions flags:

o detail—Provide detailed trace information.
o disable—Disable this trace flag.
e receive—Trace received packets.

o send—Trace sent packets.

Configuring EVPN Routing Instances | 10
traceoptions | 1445

Migrating From BGP VPLS to EVPN Overview
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For service providers using both BGP VPLS and EVPN networks, there is a need to interconnect these
networks. Prior to Junos OS Release 18.1, a logical tunnel interfaces on the interconnection point of the
VPLS and EVPN routing instances was used for this purpose. In this case, the PE devices in each network
are unaware of the PE devices in the other technology network. Starting in Junos OS Release 18.1, a
solution is introduced for enabling staged migration from BGP VPLS toward EVPN on a site-by-site basis
for every VPN routing instance. In this solution, the PE devices running EVPN and VPLS for the same VPN
routing instance and single-homed segments can coexist. The solution supports single-active redundancy
of multi-homed networks and multi-homed devices for EVPN PEs. With single-active redundancy, the



participant VPN instances may span across both EVPN PEs and VPLS PEs as long as single-active redundancy
is employed by EVPN PEs.

NOTE: For migration from BGP VPLS, you should expect some traffic loss when family EVPN
is enabled to carry EVPN NLRIs. Routing-instance migration to EVPN should see minimal loss.

The following sections describe the migration from BGP VPLS to EVPN:

Technology Overview and Benefits

VPLS is an Ethernet-based point-to-multipoint Layer 2 VPN. This technology allows you to connect
geographically dispersed data center LANs to each other across an MPLS backbone while maintaining
Layer 2 connectivity. The high availability features defined in VPLS standards (such as LER dual homing)
and topology autodiscovery features using BGP signaling make VPLS scalable and easy to deploy. Because
VPLS uses MPLS as its core, it provides low latency variation and statistically bound low convergence
times within the MPLS network.

EVPN, on the other hand, is a combined Layer 2 and Layer 3 VPN solution that is more scalable, resilient,
and efficient than current technologies. It provides several benefits including greater network efficiency,
reliability, scalability, virtual machine (VM) mobility, and policy control for service providers and enterprises.

Although VPLS is a widely deployed Layer 2 VPN technology, service provider networks migrate to EVPN
on account of the scaling benefits and ease of deployment. Some of the benefits of EVPN include:

e Control plane trafficis distributed with BGP and the broadcast and multicast traffic is sent using a shared
multicast tree or with ingress replication.

e Control plane learning is used for MAC and IP addresses instead of data plane learning. MAC address
learning requires the flooding of unknown unicast and ARP frames; whereas, IP address learning does
not require any flooding.

e Route reflector is used to reduce a full mesh of BGP sessions among PE devices to a single BGP session
between a PE and the route reflector.

o Autodiscovery with BGP is used to discover PE devices participating in a given VPN, PE devices
participating in a given redundancy group, tunnel encapsulation types, multicast tunnel type, multicast
members, etc.

o All-Active multihoming is used. This allows a given CE device to have multiple links to multiple PE devices,
and traffic traversing to-and-from that CE fully utilizes all of these links (Ethernet segment).

e When a link between a CE device and a PE device fails, the PE devices for that EVPN instance (EVI) are
notified of the failure with the withdrawal of a single EVPN route. This allows those PE devies to remove
the withdrawing PE device as a next hop for every MAC address associated with the failed link (mass
withdrawal).



BGP VPLS to EVPN Migration

Some service providers want to preserve their investments in VPLS. This leads to the need to connect the
old VPLS networks to new networks that run EVPN. For this purpose, logical tunnel interfaces on the
interconnection point of the VPLS and EVPN routing-instances was used. However, all the other PE devices
either belonged to the VPLS network or the EVPN network and were unaware of the other technology.

Starting in Junos OS Release 18.1, EVPN can be introduced into an existing BGP VPLS network in a staged
manner, with minimal impact to VPLS services. On a BGP VPLS PE device, some customers could be moved
to EVPN, while other customers continue to use VPLS pseudowires. Other PE devices could be entirely
VPLS and switching customers on other PEs to EVPN.

The seamless migration from BGP VPLS to EVPN solution supports the following functionality:

¢ Allow for staged migration toward EVPN on a site-by-site basis per VPN instance. For instance, new
EVPN sites to be provisioned on EVPN PE devices.

¢ Allow for the coexistence of PE devices running both EVPN and VPLS for the same VPN instance and
single-homed segments.

In the BGP VPLS to EVPN migration, the PE device where some customers have been migrated to EVPN
while other customers are being served using VPLS, is called a super PE. As super PE devices discover
other super PE devices within a routing instance, they use the EVPN forwarding to communicate with
other super PE devices and VPLS pseudowires to PE devices running VPLS. The PE device with no EVPN
awareness, and running only VPLS for all the customers, is called a VPLS PE.

The CE device connected to a super PE can reach both the CE devices connected to EVPN-only PE devices
and the CE devices connected to the VPLS-only PE device. The CE devices connected to EVPN-only PE
devices cannot reach the CE devices that are connected to VPLS-only PE devices.

Because the migration from BGP VPLS to EVPN is supported at a per routing instance basis, and if the
routing instance is serving multiple customers on a PE device, all are migrated together. EVPN is responsible
for setting up data forwarding between the PE devices upgraded to EVPN, while VPLS continues to setup
data forwarding to PE devices that run VPLS.



NOTE:
The following features are not supported with the BGP VPLS to EVPN migration:

e Migration from FEC129 VPLS to EVPN.

Migration of VPLS virtual switch to EVPN virtual switch.

Migration of VPLS routing instance to EVPN virtual switch.
Migration of VPLS routing instance or PBB-VPLS to PBB-EVPN.

e Seamless migration from EVPN back to VPLS.
e Enhancing EVPN to support the set of tools or statements and commands that VPLS supports.

e Spanning all-active across EVPN and VPLS PE devices does not work, as all-active multihoming
feature is not supported on VPLS.

e Connecting EVPN-only PE devices with VPLS-only PE devices through super PE devices.

o IPv6, logical systems, multi-chassis support, and SNMP, as they are currently not supported
on EVPN.

EVPN Migration Configuration

To perform the BGP VPLS to EVPN migration, do the following:

1. On the backup Routing Engine, load Junos OS Release 18.1R1.

2. Perform ISSU to acquire mastership. Ensure that the VPLS ISSU does not have any impact on the VPLS
forwarding.

3. ldentify routing instances (customers) that need to be migrated to EVPN.

4. Enable family EVPN signaling in BGP by adding family evpn and signaling at the [edit protocols bgp
group-session] hierarchy level.

NOTE: Adding family evpn to the BGP protocol will cause the CE IFL to be deleted and
recreated, so you should expect some traffic loss after this step.

protocols {
bgp {



group session {
family evpn {
signaling;

}

5. Configure the ESI interface using a preference value that reflects the configured VPLS preference.

NOTE: Creating the ESI interface will cause the CE IFL to be deleted and recreated, so you
should expect some traffic loss after this step.

[edit interfaces interface-name]
esi {
00:01:02:03:04:05:06:00:00:01;
single-active;
df-election-type {
preference {
value match vpls preference;

}

6. Enable EVPN in a single routing instance.

o Change routing instance type from vpls to evpn, at the [edit routing-instances routing-intance-name]
hierarchy level in your existing BGP VPLS configuratoin.

[edit routing-instances routing-instance-name]
instance-type evpn;

7. Include the evpn and vpls statements at the [edit routing-instances routing-intance-name protocols]
hierarchy level in order to support EVPN and VPLS commands.

[edit routing-instances routing-instance-name]
protocols {

evpn

vpls



8. Once all nodes in the VPLS network have been migrated to EVPN, you can optionally decommission
the VPLS protocol. This will allow EVPN to setup its single-homing and multi-homing state cleanly, but
may result in traffic loss. To decommission the VPLS protocol, delete the protocols vpls statement
under [edit routing-instances routing-instance-name] hierarchy.

[edit routing-instances routing-instance-name]
user@host# delete protocols vpls

After the configuration for the EVPN migration is committed, the routing protocol process and the Layer
2 address learning process start building the EVPN state to reflect interfaces, bridge domains, peers and
routes. The locally learnt MAC addresses are synchronized by the Layer 2 address learning process in the
instance.vpls.O to the routing protocol process. When a local MAC ages out in the instance.vpls.O, the
routing protocol process is informed by the Layer 2 address learning process.

When an EVPN peer is learnt, the routing protocol process sends a new message to the Layer 2 address
learning process to remove the peer’s label-switched interface or virtual tunnel logical interface from the
VE mesh group and disables MAC-learning on it. The EVPN IM next-hop is then added to the VE mesh
group. The EVPN behavior in the routing protocol process of learning MAC addresses over BGP and
informing Layer 2 address learning process of the MPLS next hop is maintained.

The VPLS statements and commands continue to apply to the VPLS pseudowires between the PE devices
and the MAC addresses learnt over them. The EVPN statements and commands apply to PE devices
running EVPN.

Reverting to VPLS

If the EVPN migration runs into issues, you can revert back to VPLS until the issue is understood. The
routing instance is reverted from a super PE to a VPLS PE in a non-catastrophic manner by enabling the
following configuration:

[edit routing-instances routing-instance-name]
user@host# set instance-type vpls
user@host# delete protocols evpn

On reverting the EVPN migration to VPLS, the following happens:

1. The EVPN state information is deleted.

2. There is a trigger for withdrawal of EVPN control plane routes.



3. The routing protocol process sends a new message to the Layer 2 address learning process with the
label-switched interface or the virtual tunnel logical interface for the routing instance and peer.

learning is enabled.

The label-switched or virtual tunnel interface adds the new message to the flood group and MAC

5. The egress IM next hop is deleted by the routing protocols process, prompting the Layer 2 address

learning process to remove it from the flood group.

6. Remote MAC addresses are learnt again over the label-switched interface or virtual tunnel logical

interface.

BGP VPLS to EVPN Migration and Other Features

Table 6 on page 39 describes the functionality of some of the related features, such as multihoming and
integrated routing and bridging (IRB) with the BGP VPLS to EVPN migration.

Table 6: EVPN Migration and Other Features Support

Feature

MAC move

IRB

Supported Functionality in EVPN Migration

MAC moves are supported between VPLS-only PE and super PE devices.

When a MAC address moves from a VPLS-only PE to a super PE, it is learnt over BGP,
and the routing protocol process informs the Layer 2 address learning process of the
EVPN next hop to be updated in the foo.vpls.O routing table.

When a MAC address moves from a super PE to a VPLS-only PE, it is learnt in the
Packet Forwarding Engine on the label-switched interface or virtual tunnel interface.
The Layer 3 address learning process updates it to VPLS or the label-switched interface
next hop.

When the type 2 route is withdrawn by EVPN BGP, the MAC address is not deleted
from the forwarding table, so there is no loss of data.

The forwarding MAC table is shared by VPLS and EVPN. Some attributes, such as
mac-table-size and mac-table-aging-time could be configured under both EVPN and
VPLS. When there is a conflict, the values under EVPN take precedence.

No changes needed in IRB.

On super PE, EVPN populates the /32 host routes learnt over MAC+IP type 2 routes
from EVPN peers in a Layer 3 virtual routing and forwarding, while VPLS IRB
forwarding using subnet routes work on sites still running VPLS.



Table 6: EVPN Migration and Other Features Support (continued)

Feature

Hierarchical VPLS

ESI configuration

EVPN Overview | 760

Supported Functionality in EVPN Migration

In a H-VPLS network with hub and spoke PE devices, when the hub PE is migrated
to EVPN, local MAC addresses learnt over the access label-switched or virtual tunnel
interface need to be advertised into BGP, so that the other EVPN-only PE devices or
super PE devices can reach them.

Take the following into consideration when migrating a H-VPLS network to EVPN:

o Hubs typically have local-switching enabled as inter-spoke traffic is forwarded
through the hub. If spoke(s) alone is migrated to EVPN and spokes have Layer 3 or
MPLS reachability to each other, the label-switched or virtual tunnel interface to
the hub and EVPN next hop (remote spoke) is present in the VE floodgroup and
this results in two copies of broadcast, unknown unicast, and multicast (BUM) traffic
received by the remote spoke. An option to avoid this is to migrate the hub(s) to
EVPN too.

o EVPN is not aware of hierarchy. All peers are considered core-facing. Once hubs
and spokes are migrated to EVPN, split horizon prevents the BUM traffic from being
forwarded to other core-facing PE devices.

ESI is configured at the physical interface or port level.



CHAPTER 3

Configuring Route Targets
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Auto-derived Route targets

Route targets are used to identify the different routes that are imported and exported into the VRF tables.
When you enable the auto-derived route targets option, Junos derives the route targets based on the
EVPN encapsulation for EVPN route type 2 (MAC/IP Advertisement Route) and EVPN route type 3
(Inclusive Multicast Ethernet Tag route). The route targets for remaining EVPN route types are not
auto-derived. For EVPN-MPLS, the route target is automatically derived from the VLAN ID (VID). For
EVPN-VXLAN, the route target is automatically derived from the VXLAN network identifier (VNI). For
PBB-EVPN, the route target is derived from instance service identifier (ISID). The auto-derived route
targets have higher precedence over manually configured route targets in vrf-targets, vrf-export policies,
and vrf-import policies.

As defined in RFC 8365, the auto-derived route target field includes the following fields:

e Global Administrator—A 2-octet field containing an AS number assigned by Internet Assigned Numbers
Authority (IANA).

e Local Adminstrator—A 4-Octet field that includes the following:
o A single bit field with a value of zero indicating that the RT is auto-derived.
o Type—A 3-bit field identifying the service.
o D-ID—A 4-bit field identifying the domain ID.
e Service ID—A 3-octet field set to the VNI, VSID, I-SID, or VID.



NOTE: Auto-derived route targets are not supported for inter-AS routing.

To enable auto-derived route targets, include the auto statement at the [edit routing-instances
routing-instance-name vrf-target]. Auto-derived route targets are supported on virtual switch and EVPN
routing instances.

The following is a sample configuration for auto-derived route targets for an EVPN and virtual switch
routing instance:

routing-instances {
VS-1 {
instance-type virtual-switch;
interface ae0.110;
interface ael.120;
interface ae2.130;
route-distinguisher 100.100.100.2:101;
vrf-target {
target:100:101;

auto;
}
protocols {
evpn {
extended-vlan-list [ 110 120 130 ];
}
}
bridge-domains {
bd-110 {
vlan-id 110;
}
bd-120 {
vlan-id 120;
}
bd-130 {
vlan-id 130;
}
}
}
EVPN-1 {
instance-type evpn;
vlan-id 10;

interface ae0.0;
interface ael.0;



interface ae2.0;
route-distinguisher 100.100.100.2:1;
vrf-target {

target:100:1

auto;
}
protocols {
evpn;
}

Benefits of Auto-Derived Route Targets

Auto-derived route targets simplify the configuration of VLAN services for EVPN, especially in VLAN-aware
bundle services where you can have multiple VLANs, multiple bridge domains and the VLANS for a given
service are not present on all PE devices. Without auto-derived target option enabled, EVPN type 2 and
type 3 routes are imported into the EVIs on all receiving PE devices and the routes subsequently dropped
for non-existing VLANSs (bridge-domains). To minimize the number of routes that are distributed, different
auto-derived route targets can be used within each bridge-domain. Together with constrained route
distribution as described in RFC 4684, you can limit the distribution of bridge-domain specific EVPN route
types (Type 2 and Type 3) to only the interested PE devices.

Example: Configuring VNI Route Targets Automatically
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This example shows how to automatically derive route targets for multiple VNIs in an EVPN-VXLAN
topology.



Requirements

This example uses the following hardware and software components:

o A QFX Series switch.
e Junos OS version 15.1X53-D30

Overview

The vrf-target statement can be used to configure specific route targets for each VNI under vni-options.
You can configure the vrf-target statement with the auto option to automatically derive route targets for
each VNI.

Configuration
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To configure the vrf-target statement with the auto option, perform these tasks:

Configuring VNI Route Target Automatic Derivation

Step-by-Step Procedure

To configure the automatic derivation of VNI route targets:

1. At the [switch-options] hierarchy level, configure the vtep-source-interface, and route-distiguisher
statements. Then configure the vrf-import statement with a policy that will be configured in a later
step. Next, configure the vrf-target statement with a target and the auto option. The route target
configured under vrf-target will be used by type 1 EVPN routes. Type 2 and type 3 EVPN routes will
use the auto-derived per-VNI route target for export and import.

[edit switch-options]

user@switch# set vtep-source-interface 100.0
user@switch# set route-distinguisher 192.0.2.11:1
user@switch# set vrf-import import-policy



user@switch# set vrf-target target:1111:11
user@switch# set vrf-target auto

2. At the [evpn] hierarchy level, configure the encapsulation and extended-vni-list statements. For the
purposes of this example, the extended-vni-list statement will be configured with all, to apply automatic
route targets to all VNIs.

[edit protocols evpn]

user@switch# set encapsulation vxlan
user@switch# set extended-vni-list all

3. Configure two policies at the [policy-statement] hierarchy level. The first policy will be named comglobal
and the next policy will be named import-policy. These policies function as an import filter that accepts
routes with the auto-derived route target.

[edit policy-options]

user@switch# set community comglobal members target:1111:11

[edit policy-options policy-statement import-policy]

user@switch# set term 1 from community comglobal
user@switch# set term 1 then accept
user@switch# set term 100 then reject

Results

Use the show command to verify the results of your configuration.

user@switch> show configuration switch-options
vtep-source-interface 100.0;
route-distinguisher 192.0.2.11:1;
vrf-import imp;
vrf-target {
target:1111:11;



auto;

user@switch> show configuration protocols evpn
encapsulation vxlan;
extended-vni-list all;

user@switch> show configuration policy-options community comglobal
members target:1111:11;

user@switch> show configuration policy-options policy-statement import-policy
term 1{
from community [ comglobal ];
then accept;

b
term 100 {

then reject;
b
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Example: Configuring VNI Route Targets Manually
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This example shows how to manually set route targets for multiple VNIs in an EVPN-VXLAN topology.

Requirements

This example uses the following hardware and software components:

e A QFX Series switch.
e Junos OS version 15.1X53-D30

Overview

The vrf-target statement can be used to configure specific route targets for each VNI under vni-options.
You can configure the vrf-target statement to automatically derive route targets for each VNI or you can
configure route targets manually. This example explains how to configure route targets manually.

Configuration
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To manually configure VNI route targets, perform these tasks:

Configuring VNI Route Targets Manually

Step-by-Step Procedure

To manually configure VNI route targets:

1. At the [switch-options] hierarchy level, configure the vtep-source-interface, and route-distiguisher
statements. Next, configure the vrf-target statement with a target. All EVPN routes for all VLANSs will
use the vrf-target address configured in this step.

[edit switch-options]

user@switch# set vtep-source-interface 100.0
user@switch# set route-distinguisher 192.0.2.11:1



user@switch# set vrf-import import-policy
user@switch# set vrf-target target:1111:11

2. At the [evpn] hierarchy level, configure the encapsulation and extended-vni-list statements. For the
purposes of this example, the extended-vni-list statement will be configured with all, to apply automatic
route targets to all VNIs.

[edit protocols evpn]

user@switch# set encapsulation vxlan
user@switch# set extended-vni-list all

Results

After following the steps above, use the show command to verify the results of your configuration.

user@switch> show configuration switch-options
vtep-source-interface 100.0;
route-distinguisher 192.0.2.11:1;
vrf-target {
target:-1111:11;

vrf-target | 1455
Example: Configuring VNI Route Targets Automatically | 43
Example: Configuring VNI Route Targets Automatically with Manual Override | 49



Example: Configuring VNI Route Targets Automatically with Manual
Override
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This example shows how to automatically set route targets for multiple VNIs, and manually override the
route target for a single VNI in an EVPN-VXLAN topology.

Requirements

This example uses the following hardware and software components:

o A QFX Series switch.
e Junos OS version 15.1X53-D30

Overview

The vrf-target statement can be used to configure specific route targets for each VNI under vni-options.
You can configure the vrf-target statement to automatically derive route targets for each VNI or you can
configure route targets manually. It's also possible to automatically derive route targets for VNIs, then
manually override the route target for one or more VNIs. This example explains how to manually override
the automatically assigned route targets for a specific VNI.

Configuration
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To manually override an automatically configured VNI route targets, perform these tasks:

Configuring Automatic VNI Route Targets with Manual Override

Step-by-Step Procedure

To configure automatic VNI route targets with manual override:

1. At the [switch-options] hierarchy level, configure the vtep-source-interface, and route-distiguisher
statements. Then configure the vrf-import statement with a policy that will be configured in a later
step. Next, configure the vrf-target statement with a target and the auto option. The route target
configured under vrf-target will be used by type 1 EVPN routes and all type 2 and 3 EVPN routes for
all VLANs except the ones that do not match the VNI under vni-options in the next step.

[edit switch-options]

user@switch# set vtep-source-interface 100.0
user@switch# set route-distinguisher 192.0.2.11:1
user@switch# set vrf-import import-policy
user@switch# set vrf-target target:1111:11
user@switch# set vrf-target auto

2. The [evpn] hierarchy level is where you can override the automatic assignment of VNI route targets.
Configure the vni-options statement for VNI 100 with an export target of 1234:11. This route target
will be used by type 2 and 3 EVPN routes for all VLANs that match VNI 100. Next, configure the
encapsulation and extended-vni-list statements. For the purposes of this example, the extended-vni-list
statement will be configured with only 2 VNIs.

[edit protocols evpn]

user@switch# vni-options vni 100 vrf-target export target:1234:11
user@switch# set encapsulation vxlan
user@switch# set extended-vni-list 100 101

3. Configure three policies at the [policy-statement] hierarchy level. The first policy will be named
comglobal, the next policy will be named com1234, and the final policy will be named import-policy.
These policies function as an import filter that accepts routes using the auto-derived route target and
the manual override route target.

[edit policy-options policy-statement comglobal]



user@switch# set members target:1111:11

[edit policy-options policy-statement coml1234]

user@switch# set members target:1234:11

[edit policy-options policy-statement import-policy]

user@switch# set term 1 from community comglobal coml234
user@switch# set term 1 then accept
user@switch# set term 100 then reject

Results

After following the steps above, use the show command to verify the results of your configuration.

user@switch> show configuration switch-options
vtep-source-interface 100.0;
route-distinguisher 192.0.2.11:1;
vrf-import imp;
vrf-target {
target:1111:11;
auto;

user@switch> show configuration protocols evpn
vni-options {
vni 100 {
vrf-target export target:1234:11;

}

encapsulation vxlan;
extended-vni-list [ 100 101 ];

user@switch> show configuration policy-options community comglobal
members target:1111:11;



user@switch> show configuration policy-options community com1234
members target:1234:11;

user@switch> show configuration policy-options policy-statement import-policy
term 1{
from community [ com1234 comglobal ];
then accept;

i
term 100 {

then reject;
i
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CHAPTER 4

Routing Policies for EVPN
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Routing policies for EVPN

SUMMARY

Create routing policies to control the EVPN routing information that will be imported and exported
to the different routing tables.

Routing policies allow you to control the routing information that are imported and exported to the routing
and forwarding tables. Starting in Junos OS 19.4R1, Junos has expanded routing policy support to include
the creation and application of policy filters specific to EVPN routes.

Policies can be applied at the routing-instance level or at a BGP level. When you apply policies at the BGP
level, they effect all EVPN routing instances. When applied at the routing-instance level, they effect the
specified EVPN routing instance only. To apply the policy at the BGP level, include the vpn-apply-export
statement at the [edit protocols bgp] hierarchy level and import or export the policy. To apply the policy
at the routing-instance level, use vrf-export or vrf-import statement to apply the policy for that particular
routing instance.

Policies are composed of match conditions, actions, and terms. For more information on policies, see Policy
Framework Overview.

Table 7 on page 54 lists the match conditions supported for use in filtering EVPN routes.



Table 7: List of Match Conditions for Filtering EVPN Routes

Match Condition

community [names]

Description

BGP EVPN routes can have a set of EVPN extended communities carried in the
BGP update message path attribute, and as such, you can use these extended
communities for filtering BGP EVPN routes. The EVPN specific information
available in extended communities includes, for example, encapsulation type,
MAC-mobility information, EVPN split-horizon label information, EVPN ESI
split-horizon label, ESI mode, E-tree leaf label, and more.

Use the following syntax to specify BGP EVPN extended communities:

e set policy-options community name members type:vall:val2

All values (including type) are in decimal; type is 2 octets, with the higher-order
octet defining the type of extended community, and the low-order octet defining
the community sub-type. vall and val2 can be specified as [2 + 4] octets, or as
[4 + 2] octets.

The extended communities most commonly used with BGP EVPN routes are
provided here.

High-order Low-order Type (Hex) Type (Dec)
(Sub-type)

0x03 OxOc 0x030c 780

0x03 0x0d 0x030d 781

0x06 0x00 0x0600 1536
0x06 0x01 0x0601 1537
0x06 0x02 0x0602 1538
0x06 0x04 0x0604 1540
0x06 0x05 0x0605 1541

For full list of Extended Communities please refer to Border Gateway Protocol
(BGP) Extended Communities .

Name

BGP Encay

Default Ga

EVPN MA(

EVPN ESI |

EVPN ES-I

EVPN Laye

EVPN E-Tr


https://www.iana.org/assignments/bgp-extended-communities/bgp-extended-communities.xhtml
https://www.iana.org/assignments/bgp-extended-communities/bgp-extended-communities.xhtml

Table 7: List of Match Conditions for Filtering EVPN Routes (continued)

Match Condition Description

evpn-esi You can filter BGP EVPN routes on the basis of Ethernet Segment Identifiers
(ESIs) information for routes types 1, 2, 4, 7, and 8, which are the only types to
include the ESI attribute in their prefix. (ESI values are encoded as 10-byte integers
and are used to identify a multihomed segment.) Note that the evpn-esi matching
statement is valid only together with “family evpn” matching statement.

evpn-etag You can filter BGP EVPN routes on the basis of EVPN Ethernet Tag information,
which is part of the prefix of the EVPN route. This matching statement is valid
only together with family evpn match statement.

evpn-mac-route Filtering BGP EVPN Type 2 routes based on if it has any IP address.

EVPN Type 2 MAC/IP Advertisement routes can have IP address in the prefix
along with MAC address. The IP address carried in the MAC-IP Advertisement
route can be either IPv4 or IPvé6 address. It is possible to filter out Type 2 routes
based on MAC address only, MAC+IPv4 address, or MAC+IPvé6 address. To do
so requires the following CLI statement be set:

e from evpn-mac-route [ mac-ipv4 | mac-ipvé | mac-only ]

Note that this match statement is valid only together with the family evpn match
statement.

local-preference Set the local preference (LOCAL_PREF) attribute. The preference value can be a
number in the range from O through 4,294,967,295.

mac-filter-list (BGP only) Named MAC filter list. EVPN Type 2 routes have MAC address as part
of the prefix, which you can use to create a list of MAC addresses.

metric Metric corresponds to the MED, and metric2 corresponds to the IGP metric if
the BGP next hop loops through another router. You can specify up to four metric
values, metric, metric2, metric3, and metric4.



Table 7: List of Match Conditions for Filtering EVPN Routes (continued)

Match Condition

next-hop (address | discard |
next-table table-name |
peer-address | reject | self)

niri-route-type

origin

prefix-list-filter prefix-list-name
match-type

route-distinguisher

route-filter

route-filter-list

Description

Requires IBGP or EBGP confederations (third-party next hop must be advertised).

e discard—The next-hop address is replaced by a discard next hop.

o next-table—The routing device performs a forwarding lookup in the specified
table.

o self—The next-hop address is replaced by one of the local routing device's
addresses, as determined by the advertising protocol, typically the local IP
address used for the BGP adjacency.

e specify peer-address—The next-hop address is replaced by the peer’s IP address
(import only), typically an advertising routing device or another directly
connected routing device.

For EVPN, NLRI route types range from 1 to 8 (the first octet of the route prefix
in the BGP update message is the EVPN route type).

Multiple route types can be specified in a single policy.

Set the BGP path origin attribute to one of the following values:

e egp—Path information originated in another AS.
e igp—Path information originated within the local AS.

e incomplete—Path information learned by some other means.

Both prefix-list and prefix-list-filter match conditions are supported. prefix-list
is similar to prefix-list-filter,with the exception that a match-type can be specified
only with prefix-list-filter. You can specify prefix length qualifiers for the list of
prefixes in the prefix list.

When used with EVPN NRLI route Types 2 and 5, the following are supported:
o from prefix-list-filter [ exact | longer | orlonger ]
Value of the route-distinguisher (RD).

Filtering BGP EVPN routes based on RD is supported. The RD information is
carried in the prefix of the EVPN route.

Named route filter or route filter list. You can specify prefix length qualifiers for
the list of routes in the route filter list.

When used with EVPN NRLI route types 2 and 5, the following are supported:

o from route-filter [ address-mask | exact | longer | orlonger | prefix-length-range
| through | upto ]



When using policy filters to filter EVPN routes, in Junos OS Release 19.4R1 and later, the following policy
actions are supported (that is, they can be specified as the then qualifier in the policy).

Table 8 on page 57 lists actions that can be used when filtering EVPN routes.

Table 8: List of Actions for Filtering EVPN Routes

Action

accept

apply-groups group-name

apply-groups-except group-name

as-path-prepend

default-action

next

preference

priority

reject

tag (add | subtract) tag2 (add |
subtract) number

Description

Accept a route.

Apply a configuration group to a policy. If you specify more than one group name,
the first group listed takes priority over the next, and so on.

Disable inheritance of a configuration group. This action is useful when you use
the apply-group statement in a policy but also want to override the values
inherited from the configuration group for a specific parameter.

Appends one or more AS numbers at the beginning of the AS path. If you are
specifying more than one AS number, include the numbers in quotation marks.

The AS numbers are added after the local AS number has been added to the path.
This action adds AS numbers to AS sequences only, not to AS sets. If the existing
AS path begins with a confederation sequence or set, the appended AS numbers
are placed within a confederation sequence. Otherwise, the appended AS numbers
are placed with a non-confederation sequence.

Accept or Reject any action log protocol by overriding them. This is a
non-terminating policy action.

Skip to next policy or term.

Sets the BGP local preference attribute for the route. The preference can be a
number from O through 4,294,967,295), with lower numbers being more preferred.
Selected routes are installed into the forwarding table.

Set the priority for route installation: high, low, or medium. High priority routes
are updated first in the in the RIB (routing table) and the FIB (forwarding table),
before medium and low priority routes. Routes are placed in different priority
queues according to the priority.

Rejects the route and does not propagate it. After a route is rejected, no other
terms in the routing policy and no other routing policies are evaluated.

Change the tag value by the specified amount.
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In Junos, routing policies can be used to control Border Gateway Protocol (BGP) route advertisements
and to filter routes using different address families. But, although Ethernet VPN (EVPN) uses BGP to
exchange MAC-IP addresses between different PE routers, differences such as the EVPN route prefix
format and extended community information that is encoded in the BGP update message, mean that
special match conditions are needed to be able to filter EVPN routes.

The examples in this topic show the various router configurations available in Junos for filtering EVPN
routes.

Requirements

EVPN route filtering is supported on MX, VMX, EX, ACX, and QFX devices running Junos Release 19.4R1
or later. It is available at the routing-instance level of the hierarchy (where it is configured with vrf-export
or vrf-import policy), and at the protocols bgp level (in which case you also need to configure
vpn-apply-export for the policy to take effect).



Overview

You can use policy filters to filter EVPN routes, for example to specify particular extended community
attributes. Routes are filtered according to the match conditions you specify in the from qualifier of the
policy. Supported match criteria for EVPN routes include EVPN NLRI type, BGP path attributes, route
distinguishers, EVPN Ethernet Tag, Ethernet Segment ildentifier (ESI), and MAC addresses in EVPN Type
2 routes.

The following route filters are also supported: local-preference, as-path, community, next-hop, metric, and
origin.

Actions are taken according to the criteria you specify in the then qualifier specified in the policy.

See “Routing policies for EVPN” on page 53 for a complete list and description of supported match
conditions and actions.

Topology

The following network scenarios show the configuration used for setting up various EVPN match conditions.

Base Configuration

CLI Quick Configuration

For EVPN routes, a policy can be applied at the routing-instance level of the hierarchy, or at the protocols
bgp level. The configuration for both is shown below. At the routing-instance level, the policy is applied
as an vrf-export or vrf-import policy. When an export policy is applied at the BGP group level, you must
configure vpn-apply-export for the policy to work properly.

Case 1 shows the mandatory use of the statement vpn-apply-export when a policy is applied at the BGP
level of the hierarchy.

To use the example, you need to navigate to various levels in the configuration hierarchy. For information
about navigating the CLI, see Using the CLI Editor in Configuration Mode.

To quickly configure the examples, copy the list of commands, paste them into a text file, remove any line
breaks, change any details necessary to match your network configuration, and then copy and paste the
commands into the CLI at the [edit] hierarchy level.

Case 1: Applying the policy at the protocol BGP level of the hierarchy.

set protocols bgp group evpn-sessions type internal

set protocols bgp group evpn-sessions local-address 10.255.255.4
set protocols bgp group evpn-sessions import bgp-evpn-exp

set protocols bgp group evpn-sessions family evpn signaling



set protocols bgp group evpn-sessions neighbor 10.255.255.1

set protocols bgp group evpn-sessions neighbor 10.255.255.6

set protocols bgp group evpn-sessions neighbor 10.255.255.8

set protocols bgp group evpn-sessions vpn-apply-export

set policy-options policy-statement bgp-evpn-exp term 1 from family evpn

set policy-options policy-statement bgp-evpn-exp term 1 from nlri-route-type 2

set policy-options policy-statement bgp-evpn-exp term 1 from nlri-route-type 3

set policy-options policy-statement bgp-evpn-exp term 1 then community add COM5
set policy-options policy-statement bgp-evpn-exp term 1 then as-path-prepend 999

Case 2 shows the mandatory use of the statements vrf-export and vrf-import when match conditions are
being applied at the routing instances level of the hierarchy.

EVPN uses 8 different route types to extend Layer 2 connectivity. The EVPN NLRI route type is defined
in the first octet of the route prefix field in the BGP update message.

NOTE: In Junos, the following EVPN route types, Type 1 AD per ESI, Type 4 ES, Type 7 IGMP
join, and Type 8 IGMP leave, routes are not specific to a given routing-instance. Instead, they
are automatically added to the default routing-instance table when exported. As a result no
routing-instance vrf-export or vrf-import policies are applied to these route types. If you want
to apply an export policy to these routes, you need to do it at the BGP export level of the
hierarchy. The same is true for importing Type 1 per ESI, Type 4, Type 7, and Type 8 routes (they
are automatically imported into the default-routing instance table). So, to apply an import policy
to these route types, you need to do so at the BGP import level of the hierarchy rather than at
the routing-instance level.

Case 2: Applying the policy at the routing-instance level of the hierarchy.

set routing-instances evpa protocols evpn

set routing-instances evpa instance-type evpn

set routing-instances evpa vlan-id none

set routing-instances evpa routing-interface irb.600

set routing-instances evpa interface ge-0/0/1.600

set routing-instances evpa route-distinguisher 2:3

set routing-instances evpa vrf-export vrf-exp-pol

set routing-instances evpa vrf-target target:1:1

set policy-options policy-statement vrf-exp-pol term 1 from family evpn



set policy-options policy-statement vrf-exp-pol term 1 from niri-route-type 1
set policy-options policy-statement vrf-exp-pol term 1 then community add COM11
set policy-options policy-statement vrf-exp-pol term 1 then accept

Filtering BGP EVPN routes based on EVPN NLRI type

CLI Quick Configuration

A complete list of set commands used in the example are presented first, followed by the same commands
in step-by-step format, as well as instructions for confirming your configuration. Verification commands
that you can use to see relevant output from a properly configured system are shown at the end of this
topic.

Filtering BGP EVPN routes based on EVPN NLRI type

set policy-options policy-statement bgp-evpn-exp term 1 from family evpn

set policy-options policy-statement bgp-evpn-exp term 1 from nlri-route-type 2

set policy-options policy-statement bgp-evpn-exp term 1 from nlri-route-type 3

set policy-options policy-statement bgp-evpn-exp term 1 then community add COM5
set policy-options policy-statement bgp-evpn-exp term 1 then as-path-prepend 999
set protocols bgp group evpn-session type internal

set protocols bgp group evpn-session local address 10.255.255.4

set protocols bgp group evpn-session family evpn signaling

set protocols bgp group evpn-session export bgp-evpn-exp

set protocols bgp group evpn-session neighbor 10.255.255.1

set protocols bgp group evpn-session neighbor 10.255.255.6

set protocols bgp group evpn-session neighbor 10.255.255.8

set protocols bgp group evpn-session vpn-apply-export

Step-by-Step Procedure
To set up the filtering of BGP EVPN routes based on BGP path attributes:

1. Configure the BGP path attributes you want to filter on (enclose multiple types in brackets and separate
with a space) and the action to take on the matching routes.

[edit policy-options policy-statement bgp-evpn-exp]
user@PE1# set term 1 from family evpn
user@PE1# set term 1 from nlri-route-type [2 3]
user@PE1# set term 1 then community add COM5



user@PE1# set term 1 then as-path-prepend 999

2. Configure the BGP group protocol session.

[edit protocols bgp group evpn-session ]
user@PE1# set type internal

user@PE1# set local address 10.255.255.4
user@PE1# set family evpn signaling
user@PE1# set import bgp-evpn-exp
user@PE1# set neighbor 10.255.255.1
user@PE1# set neighbor 10.255.255.6
user@PE1# set neighbor 10.255.255.8
user@PE1# set vpn-apply-export

Results

To see your configuration results, from configuration mode at the top of the CLI hierarchy, confirm your
configuration by entering the show policy-options policy-statement bgp-evpn-exp, , and show protocols
bgp group evpn-sessions commands. If the output does not display the intended configuration, repeat the
instructions in this example to correct the configuration.

user@PE1# show policy-options policy-statement bgp-evpn-exp
term 1 {
from {
family evpn;
nlri-route-type [ 2 3 ];
}
then {
community add COM5;
as-path-prepend 999;

user@PE1# show protocols bgp group evpn-sessions
group evpn-sessions {

type internal;

local-address 10.255.255.4;

export bgp-evpn-exp;

family evpn {

signaling;
local-address 10.255.255.1;
local-address 10.255.255.6;



local-address 10.255.255.8;
vpn-apply-export;

Filtering BGP EVPN routes based on route distinguisher

CLI Quick Configuration

Route distinguisher (RD) information is encoded in the EVPN route prefix. This example shows how to
filter EVPN routes on the basis of the route distinguisher.

A complete list of set commands used in the example are presented first, followed by the same commands
in step-by-step format, as well as instructions for confirming your configuration. Verification commands
that you can use to see relevant output from a properly configured system are shown at the end of this
topic.

Filtering BGP EVPN routes based on route distinguisher

set policy-options policy-statement bgp-evpn-exp term 1 from family evpn

set policy-options policy-statement bgp-evpn-exp term 1 from route-distinguisher 100:200
set policy-options policy-statement bgp-evpn-exp term 1 then community add COM5
set policy-options policy-statement bgp-evpn-exp term 1 then as-path-prepend 999
set protocols bgp group evpn-session type internal

set protocols bgp group evpn-session local address 10.255.255.4

set protocols bgp group evpn-session family evpn signaling

set protocols bgp group evpn-session export bgp-evpn-exp

set protocols bgp group evpn-session neighbor 10.255.255.1

set protocols bgp group evpn-session neighbor 10.255.255.6

set protocols bgp group evpn-session neighbor 10.255.255.8

set protocols bgp group evpn-session vpn-apply-export

Step-by-Step Procedure
To set up the filtering of BGP EVPN routes based on route distinguisher:

1. Configure the route distinguisher you want to filter on and the action to take on the matching routes.

[edit policy-options policy-statement bgp-evpn-exp]
user@PE1# set term 1 from family evpn

user@PE1# set term 1 from route-distinguisher 100:200
user@PE1# set term 1 then community add COM5
user@PE1# set term 1 then as-path-prepend 999



2. Configure the BGP group protocol session.

[edit protocols bgp group evpn-session ]
user@PE1# set type internal

user@PE1# set local address 10.255.255.4
user@PE1# set family evpn signaling
user@PE1# set export bgp-evpn-exp
user@PE1# set neighbor 10.255.255.1
user@PE1# set neighbor 10.255.255.6
user@PE1# set neighbor 10.255.255.8
user@PE1# set vpn-apply-export

Results

To see your configuration results, from configuration mode at the top of the CLI hierarchy, confirm your
configuration by entering the show policy-options policy-statement bgp-evpn-exp, show policy-options
route-distinguisher RD1, and show protocols bgp group evpn-sessions commands. If the output does not
display the intended configuration, repeat the instructions in this example to correct the configuration.

user@PE1# show policy-options policy-statement bgp-evpn-exp
term 1 {
from {
family evpn;
route-distinguisher 100:200;
}
then {
community add COM5;
as-path-prepend 999;

user@PE1# show protocols bgp group evpn-sessions
group evpn-sessions {
type internal;
local-address 10.255.255.4;
import bgp-evpn-exp;
family evpn {
signaling;
local-address 10.255.255.1;
local-address 10.255.255.6;
local-address 10.255.255.8;
vpn-apply-export;



Filtering BGP EVPN routes based on EVPN Ethernet Tags

CLI Quick Configuration

EVPN Ethernet Tag information (or vlan-id information) is carried in the prefix of the EVPN route. This
example shows how to filter EVPN routes based on the Ethernet Tag carried in the prefix of the route.
Note that you must include the family evpn qualifier when configuring this filtering option.

A complete list of set commands used in the example are presented first, followed by the same commands
in step-by-step format, as well as instructions for confirming your configuration. Verification commands
that you can use to see relevant output from a properly configured system are shown at the end of this
topic.

Filtering BGP EVPN routes based on EVPN Ethernet Tags

set policy-options policy-statement bgp-evpn-exp term 1 from family evpn

set policy-options policy-statement bgp-evpn-exp term 1 from evpn-tag [ 10 12 13 ]
set policy-options policy-statement bgp-evpn-exp term 1 then community add COM5
set policy-options policy-statement bgp-evpn-exp term 1 then as-path-prepend 999
set protocols bgp group evpn-session type internal

set protocols bgp group evpn-session local address 10.255.255.4

set protocols bgp group evpn-session family evpn signaling

set protocols bgp group evpn-session export bgp-evpn-exp

set protocols bgp group evpn-session neighbor 10.255.255.1

set protocols bgp group evpn-session neighbor 10.255.255.6

set protocols bgp group evpn-session neighbor 10.255.255.8

set protocols bgp group evpn-session vpn-apply-export

Step-by-Step Procedure
To set up the filtering of BGP EVPN routes based on the EVPN Ethernet Tag:

1. Configure the EVPN Ethernet Tag you want to filter on and the action to take on the matching routes.

[edit policy-options policy-statement bgp-evpn-exp]
user@PE1# set term 1 from family evpn
user@PE1# set term 1 from evpn-tag [ 10 12 13]
user@PE1# set term 1 then community add COM5
user@PE1# set term 1 then as-path-prepend 999

2. Configure the BGP group protocol session.

[edit protocols bgp group evpn-session ]



user@PE1# set type internal

user@PE1# set local address 10.255.255.4
user@PE1# set family evpn signaling
user@PE1# set import bgp-evpn-exp
user@PE1# set neighbor 10.255.255.1
user@PE1# set neighbor 10.255.255.6
user@PE1# set neighbor 10.255.255.8
user@PE1# set vpn-apply-export

Results

To see your configuration results, from configuration mode at the top of the CLI hierarchy, confirm your
configuration by entering the show policy-options policy-statement bgp-evpn-exp, and show protocols
bgp group evpn-sessions commands. If the output does not display the intended configuration, repeat the
instructions in this example to correct the configuration.

user@PE1# show policy-options policy-statement bgp-evpn-exp
term 1 {
from {
family evpn;
evpn-tag [ 10 12 13 ];
}
then {
community add COM5;
as-path-prepend 999;

user@PE1# show protocols bgp group evpn-sessions
group evpn-sessions {
type internal;
local-address 10.255.255.4;
import bgp-evpn-exp;
family evpn {
signaling;
local-address 10.255.255.1;
local-address 10.255.255.6;
local-address 10.255.255.8;
vpn-apply-export;

Filtering BGP EVPN routes based on ESI

CLI Quick Configuration



You can use Ethernet Segment Identifier (ESI) based policy filters for Type 1, Type 2, Type 4, Type 7, and
Type 8 routes, which are the only types to contain ESI information in the prefix.

A complete list of set commands used in the example are presented first, followed by the same commands
in step-by-step format, as well as instructions for confirming your configuration. Verification commands
that you can use to see relevant output from a properly configured system are shown at the end of this
topic.

Filtering BGP EVPN routes based on ESI

set policy-options policy-statement bgp-evpn-exp term 1 from family evpn

set policy-options policy-statement bgp-evpn-exp term 1 from evpn-esi 00:11:22:33:44:55:66:77:88:99
set policy-options policy-statement bgp-evpn-exp term 1 then community add COM1
set protocols bgp group evpn-session type internal

set protocols bgp group evpn-session local address 10.255.255.8

set protocols bgp group evpn-session family evpn signaling

set protocols bgp group evpn-session export bgp-evpn-exp

set protocols bgp group evpn-session vpn-apply-export

set protocols bgp group evpn-session neighbor 10.255.255.1

set protocols bgp group evpn-session neighbor 10.255.255.4

set protocols bgp group evpn-session neighbor 10.255.255.6

Step-by-Step Procedure
To set up the filtering of BGP EVPN routes based on the ESI:

1. Configure the EVPN ESI you want to filter on and the action to take on the matching routes.

[edit policy-options policy-statement bgp-evpn-exp]

user@PE1# set term 1 from family evpn

user@PE1# set term 1 from evpn-esi 00:11:22:33:44:55:66:77:88:99
user@PE1# set term 1 then community add COM1

2. Configure the BGP group protocol session.

[edit protocols bgp group evpn-session |
user@PE1# set type internal

user@PE1# set local address 10.255.255.8
user@PE1# set family evpn signaling
user@PE1# set export bgp-evpn-exp
user@PE1# set vpn-apply-export
user@PE1# set neighbor 10.255.255.1



user@PE1# set neighbor 10.255.255.4
user@PE1# set neighbor 10.255.255.6

Results

To see your configuration results, from configuration mode at the top of the CLI hierarchy, confirm your
configuration by entering the show policy-options policy-statement bgp-evpn-exp, and show protocols
bgp group evpn-sessions commands. If the output does not display the intended configuration, repeat the
instructions in this example to correct the configuration.

user@PE1# show policy-options policy-statement bgp-evpn-exp
term 1 {
from {
family evpn;
evpn-esi 00:11:22:33:44:55:66:77:88:99;
}
then {
community add COM1;

user@PE1# show protocols bgp group evpn-sessions
group evpn-sessions {
type internal;
local-address 10.255.255.8;
family evpn {
signaling;
export bgp-evpn-exp;
vpn-apply-export;
local-address 10.255.255.1;
local-address 10.255.255.4;
local-address 10.255.255.6;

Filtering BGP EVPN Type 2 and Type 5 routes based on IP address.

CLI Quick Configuration

You can use IPv4 or IPv6 addresses embedded in the EVPN prefix field to filter EVPN Type 2 and Type 5
routes. The following prefix-list and route-filter qualifiers are also supported:

o from prefix-list

o from prefix-list-filter [ exact | longer | orlonger ]



o from route-filter [ address-mask | exact | longer | orlonger | prefix-length-range | through | upto ]

o from route-filter-list

A complete list of set commands used in the example are presented first, followed by the same commands
in step-by-step format, as well as instructions for confirming your configuration. Verification commands
that you can use to see relevant output from a properly configured system are shown at the end of this
topic.

Filtering BGP EVPN Type 2 and Type 5 routes based on the IP address

set policy-options prefix-list pp1 10.1.1.10/32

set policy-options prefix-list pp1 10.1.1.11/32

set policy-options policy-statement bgp-evpn-exp term 1 from family evpn
set policy-options policy-statement bgp-evpn-exp term 1 from prefix-list pp1
set policy-options policy-statement bgp-evpn-exp term 1 then community add COM1
set protocols bgp group evpn-session type internal

set protocols bgp group evpn-session local-address 10.255.255.8

set protocols bgp group evpn-session family evpn signaling

set protocols bgp group evpn-session export bgp-evpn-exp

set protocols bgp group evpn-session vpn-apply-export

set protocols bgp group evpn-session neighbor 10.255.255.1

set protocols bgp group evpn-session neighbor 10.255.255.4

set protocols bgp group evpn-session neighbor 10.255.255.6

Step-by-Step Procedure
To set up the filtering of BGP EVPN Type 2 and Type 5 routes based on the IP address:

1. Create a prefix list to be used in the policy statement.

[ edit policy-options prefix-list pp1]
user@PE1# set 10.1.1.10/32
user@PE1# set 10.1.1.11/32

2. Configure the Type 2 and Type 5 IP address you want to filter on and the action to take on the matching
routes.

[edit policy-options policy-statement bgp-evpn-exp]
user@PE1# set term 1 from family evpn
user@PE1# set term 1 from prefix-list pp1
user@PE1# set term 1 then community add COM1



3. Configure the BGP group protocol session.

[edit protocols bgp group evpn-session ]
user@PE1# set type internal

user@PE1# set local address 10.255.255.8
user@PE1# set family evpn signaling
user@PE1# set export bgp-evpn-exp
user@PE1# set vpn-apply-export
user@PE1# set neighbor 10.255.255.1
user@PE1# set neighbor 10.255.255.4
user@PE1# set neighbor 10.255.255.6

Results

To see your configuration results, from configuration mode at the top of the CLI hierarchy, confirm your
configuration by entering the show policy-options policy-statement bgp-evpn-exp, and show protocols
bgp group evpn-sessions commands. If the output does not display the intended configuration, repeat the
instructions in this example to correct the configuration.

user@PE1# show policy-options prefix-list pp1
10.1.1.10/32;
10.1.1.11/32;

user@PE1# show policy-options policy-statement bgp-evpn-exp
term 1 {
from {
family evpn;
prefix-list pp1;
}
then {
community add COM1;

user@PE1# show protocols bgp group evpn-sessions
group evpn-sessions {

type internal;

local-address 10.255.255.8;

family evpn {

signaling;
export bgp-evpn-exp;
vpn-apply-export;



local-address 10.255.255.1;
local-address 10.255.255.4;
local-address 10.255.255.6;

Filtering BGP EVPN Type 2 routes using MAC address

CLI Quick Configuration
You can use the MAC address in EVPN prefix to filter EVPN Type 2 routes.

A complete list of set commands used in the example are presented first, followed by the same commands
in step-by-step format, as well as instructions for confirming your configuration. Verification commands
that you can use to see relevant output from a properly configured system are shown at the end of this
topic.

Filtering BGP EVPN Type 2 routes using MAC address

set policy-options mac-list mfl1 01:87:88:04:50:00

set policy-options mac-list mfl1 02:87:88:04:50:00

set policy-options mac-list mfl1 03:87:88:04:50:00

set policy-options mac-list mfl1 04:87:88:04:50:00

set policy-options mac-list mfl1 05:87:88:04:50:00

set policy-options mac-list mfl1 06:87:88:04:50:00

set policy-options mac-list mfl1 07:87:88:04:50:00

set policy-options mac-list mfl1 08:87:88:04:50:00

set policy-options mac-list mfl1 64:87:88:04:50:00

set policy-options policy-statement bgp-evpn-exp term 1 from family evpn
set policy-options policy-statement bgp-evpn-exp term 1 from mac-filter-list mfl1l
set policy-options policy-statement bgp-evpn-exp term 1 then accept

set protocols bgp group evpn-session type internal

set protocols bgp group evpn-session local address 10.255.255.8

set protocols bgp group evpn-session family evpn signaling

set protocols bgp group evpn-session export bgp-evpn-exp

set protocols bgp group evpn-session vpn-apply-export

set protocols bgp group evpn-session neighbor 10.255.255.1

set protocols bgp group evpn-session neighbor 10.255.255.4

set protocols bgp group evpn-session neighbor 10.255.255.6

Step-by-Step Procedure
To set up the filtering of BGP EVPN Type 2 routes using MAC address:

1. Create the list of the MAC addresses you want to filter on (mfl1 in this example).



[edit policy-options mac-list mfl1]

user@PE1# set 01:87:88:04:50:00;
user@PE1# set 02:87:88:04:50:00;
user@PE1# set 03:87:88:04:50:00;
user@PE1# set 04:87:88:04:50:00;
user@PE1# set 05:87:88:04:50:00;
user@PE1# set 06:87:88:04:50:00;
user@PE1# set 07:87:88:04:50:00;
user@PE1# set 08:87:88:04:50:00;

2. Apply a list of the MAC addresses you want to filter on, and the action you want to take (Accept, in
this example).

[edit policy-options policy-statement bgp-evpn-exp]
user@PE1# set term 1 from family evpn
user@PE1# set term 1 from mac-filter-list mfl1l
user@PE1# set term 1 then accept

3. Configure the BGP group protocol session.

[edit protocols bgp group evpn-session |
user@PE1# set type internal

user@PE1# set local address 10.255.255.8
user@PE1# set family evpn signaling
user@PE1# set export bgp-evpn-exp
user@PE1# set neighbor 10.255.255.1
user@PE1# set neighbor 10.255.255.4
user@PE1# set neighbor 10.255.255.6
user@PE1# set vpn-apply-export

Results

To see your configuration results, from configuration mode at the top of the CLI hierarchy, confirm your
configuration by entering the show policy-options mac-list mfl1, show policy-options policy-statement
bgp-evpn-exp, and show protocols bgp group evpn-sessions commands. If the output does not display
the intended configuration, repeat the instructions in this example to correct the configuration.

user@PE1# show policy-options mac-list mfll
01:87:88:04:50:00;
02:87:88:04:50:00;
03:87:88:04:50:00;



04:87:88:04:50:00;
05:87:88:04:50:00;
06:87:88:04:50:00;
07:87:88:04:50:00;
08:87:88:04:50:00;

user@PE1# show policy-options policy-statement bgp-e